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ABSTRACT

The paper characterizes natural lang-
uage inferencing in the TIBAD method of
question-answering, focussing on three asp-
ects: {i) specification of the structures
on which the inferznce rules operatz, (ii)
classification of the rules that have been
formulated and implemented up to now,
according to the kind of modification of
the input structure the rules invoke, and
(iii) discussion of some points in which
a prorerly designed inference procedure
may helo the searcn of the answer, and
vice versa.

I SPECIFICATIOWN OF THE I.JPUT STRUZTURLS
FOR INFERENCINS

A. Jutline of the TIBAD iethod

when the TIBA, (text~and-inference
based answering of duestions) project was
designed, main emphasis was laid on the
automatic puild-up of the stock of know-
ledce from the lnon-pre-editedy input text.

The experimental system_based On this meth-~
od converses automatically the natural

language iaput (both the cuestions and new
rieces of information, i.e, Czech sentences
in their usual formy into the represcntat-
ions of neaning (tectogrammatical repres-
e2ntations, TR s%; these TR s serve as inout
structures for the inference procedure that
enriches the set of TR™s selected by the
systea itself as possibly relevant for an
answer to the input question. In this en-
riched set suitable TR's for direct and in-
direct answers to the gjiven question are
retrieved, and then transfered by a synth-
esis procedurz into the output (surface)
form if sentences (for an outline of the
method as such, see HajiZovd, 1976; Jajido-
vd and Sgall, 1931; S5gall, 1%82).

B. hat Xind of Structurs Infersnces
e Based on

Should

To decide what kind of structures the
inference procedure should one2ratz2, one has
to take into account several criteria, some
of which seemingly contradict =ach other:
the structures should be as simnle and
transparent as possible, so that inferenc-
ing can be perforaed in a well-defined way,
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and at the same time, these structures
siould be as'expressive"as the natural lang-
uage sentences are, not to lose any piece

of information captured by the text.

YMatural language aas a major draw-
back in its ambiguity: when a listener is
told that the criticism of the Polish del-
egate was fullv justified, onc does not
know (unless indicated Ly the context or
situation) whether s/hie should infer that
soreone criticized the Polisn Jdelegate, or
whether the Polish delecate criticized
someone/something. On the other hand, there
are means in natural language that are not
nreserved by most lanquages that logicians
have used for drawing conseguences, but
that are critical for the latter to be
drawn correctly: when & listener is tola
that Russian is spoken in FIBERIA, s/he
draws conclusions partly different from
those when s/he is told that in Siberzia,
RUS3IAYN is spoken (canitals denotina the
intonation center); or, to borrow one of
the widely discussed examnles in linguist-
ic writingys, if one hears that Joian called
fary a PIDPUNLICAY and that then she insult-~
ed LIM, ona should infar that the speaker
considers "heina a Renublican” an insult;
this is not the case, if the speaker said
that then she IIGULTED him.

Tnese and similar considerations have
led the aunthors of TINBAN to a stronc con-
viction that the structures representing
knowledge and serving as the base for in-
ferencing in a cuestion-answering system
vitli a natural lanquace interface should
be linguistically based: they should he de-
prived of all ambiquities of natural lang-
uage and at the sanie tine they should pre-
serve all the information relevant for
drawing conclusions that the natural lang-
uage sentences 2a2ncompass. The =2xrerimrental
system based on TIDA(:, which was carried
out by the groun of formal lincuistics at
Charles Univarsity, Praque (implemented on
£C 1040 computer, compatihle with IR 38&0)
works with representations of aeaning (te-
ctoogrammatical revresentations, TR s/
worked dut in the frarework of functional
genaracive dascrintion, or ™GH (for the
lincuistic vackground of this a»nproach we
refer to Sgall, 1264; Sgall al.,1989;
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Hajidovd and cyall, 1330 ).

C. lectoorammitical wnrosentations

Onc of the basic tenets of TGO is
th2 articulation of tho scwnantic relation,
i.e. the relation betwzen sound and mean-
ing, into a uierarchy of levnls, connectad
with the relativization ol ithe= relation of
“form” and ‘function' as known ‘r u tae
writings of Praque School scholars. This
relativization .axes it nossible to dist-
inguish two levels of senteace structure:
the lavel of surface syntax and :that of
the underlying or tectogrammatical struct-
ur= of sentences.

As for a forwal spzcification of the
comnlex unit of this lbv;l, nat is the T2,
the ovresent versinn (s2¢ v1ldtels, 5S7all
and Sgall, in press) works ”lth tae notion
of basic .Jependency structure (ZDS) which
is defined as i struacture over the alpha-
bet A (corrasnonding to tne labels of noil-
es) and tihe set of symaols € (correspond-
ing to the labels of edgaes). 'he set of
LD 75 is the set of the tectograiuwsatical
representations of sente nc:s containiag
no coordinat=d structures. The nna‘g are
g2nerated by the qramnar g qrV ,a,?),
whera V., = A u C, A Ag)}, a is in-
terpret3d as a 1exical ualt, g is 3 vari-
aple standiayg for t and £ (contextually
sound and acn-bouid, respectively) ana gz
is iaternreted as a sct of grammatenes bha-
longing to a; C is a set of counlementat-
ions (c € C, where ¢ is an intecver denot-
ing a certain type of complerantation,
calied a functor),C” leznotes the set
{<, >, <%, >E3 for vvery c e C.

lo rewresent coordination, tne form-
al armaratus for sentence goeneration is to
bLe coaplemented ny another alphabat O,
where 7 € ° is interoretcl as tynas of
coordination (conjunzive, disjunctive, ad-
versative, ..., aosposition) , and by 3 new
kinu of brackeaets denotirq tx houndary of
coordinated structuras; ={C, 3.1 for
every 4 € ). The structurca dencrited ny
the qrammar are then called comnlex denend-
ancy structures (CDS).

Coming bacx to the notions of 2len-
entary and comnlex units of the tecto-
grarmiatical level, we cain say that the
comnlex unit 2f the TR is the complex da-
vendency structure as briefly charactariz-
e2d above, while thc elenentaryv units arz
the symbols of tne shawes a, g, ¢, 4, the
elerants of 51, and tne arentheses. ‘ihe
lexical units a ar2 zonceivaea of as elem-
cntary rather than conplex, since for the
tine keing «<c lo not work with any kind of
lexical d2coupssition. Tvery lexical unit
is assigueld tne feature “contextually
bound” or ‘non-bound © . The scet of grammat -
em2s8 SR covars a wide rancge of “Hhenomzna;
they can be classified into two groups.
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Grammatemes representing morpnological
neaning in the narrow sense are specific
for dAifferent (semantic) word classes: for
nouns, w2 distinguish grammatemes of num-
ber anl of delimitation (indefinite, def-
inite, specifying):for adjectives and ad-
erbs, Jgrammatemes of degree, for verbs,
we workx with grammatemes of aspect (pro-
cessual, comwlex, resultative), iterative-
ness (iterative, non-iterative), tense
(sirultaneous, anterior, posterior), im-
:aadiateness (immediate, non-immediate),
pradicate modality (indicative, »ossibil-
itive, necessitive, voluntative), assert-
ive modality (affirmative, mnegative), and
sentential modality (declarative, inter-
rogative, imperative). The other group of
grammatemes is not - with some exceptions -
vord-class specific and similarly as the
set of the types of complementations is
closely connected with the kinds of the
dependency relations between the covernor
and tha dependent node; thus the Locative
is accommanied by one member nf the set
{in, on, under, between, ...}.

The dependency relations are very
rich and varied, and it is no wonder that
there were many efforts to classify them.
In FGD, a .lear bhoundary is being made he-
tween —artjcipants (deep cases) anéd(free)
modifications: participants are those com-
nlemantations that can occur with the sane
verh token only once and that have to be
specified for each verb (and siwilarly for
each noun, adjective, etc.), wiile free
woiifications are those comnlementations
that may apoear more than once with the
same veorb token and that can be listed for
a1}l tine verbs once for all; for a more
detailel discussion and the use of overat-
ional criteria for this classification,
s2e Panevovd 1974; 1980; lajidovd and
Panevovd, in press; BajiZovi, 1979; 1933.
Joth participants and modifications can
be (semantically) optional or obligatory;
hoth optional and obligatory narticipants
are to be stated in the case frames of
verbs, while modifications belong there
only with such verbs with which they are
obligatory.

In the nresent version of FGD, the
following five participants are disting-
uished: actor/bearcr, natient (objective),
addressee, origin, and effecct. The list
of modifications is by far richer and more
diffarentiated; a good starting noint for
this differentiation can be found in Czech
gramnars (esp. %milauer, 1947). “hus cne
can arrive at the followinyg groupings:

{a) local: wiere, lirection, which way,

(b) temmoral: wien, since when, till when,
how long, For how long, during,

(¢) causal: cause, condition real and un-
real, aim, concession, conseguence,

(1) manner: manner, regard, extent, norm
(criterion), substitution, accompani-
ment, means (instrument), difference,



benefit, comparison.

In our discussion on types of comvlementat-
ions we have up to now concentrated on comp-
lementations of verbs; with the FGD frame-
work, however, all word classes have their
frames. Specific to nouns (cf. Pitha, 1930),
there is the partitive participant (a glass
of water) and the free modifications of
appurtenance (a leg of the table), of gen-
eral relationshin (nice weather), of ident-
ity (the city of Prague) and of a descript-
ive attribute (golden Prague).

To illustrate the structure of the re-
presentation on the tectogrammatical level
of TG, we present in Fig. } a complex de-
nendency structurce of one of tihe readings cof
of the sentence "Before the war beqan,
Charles lived in PRAGUL and Jane in BFRLINY
(which it has in common with “Defore the ba-
ginning of the war, Charles lived in PRAGUR
and Jane lived in BERLIN"};to make the
omit there the

qravh easier to survey, we
values of the grammatemes.

the linearized form:

Kar®, {sing, oef}):>P

before}):adhen E((»harles
immed, declar, indic, afflrm})

def}) :2 (llve
(Berlin ’ {s:.ng, def, ln})>]A”D

(begin

where(Praqup

Fic.

1I INFERENCE T7PLC

A. ileans of Implenentation

The inference rules are nrogranmed
in N-language (Colmerauer, 1982), which
provides rules that carry out transfornat-
ions of oriented graphs. Since the struct-
ures accepted by the rules must not con-
tain complex labels, every comnlex syribol
la)elllnn a noie in ©R7s has the form of a
whole subtree in the Q-lanquage notation
(in a N-tree).

The set of TR’s constitutes a seran-
tic network, in wihich the individual TR7s
are connected into a complex whocle Ly
means of pointers between the occurrences
of lexical units and the corresponding
entries in the lexicon. (Nuestions of 4if-
ferent objects of the same kind referred
to in different TR’s will bhe handled only
in the future experiments.)
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{anter, compl, noniter,nonirmmed, de

{anter, compl, noniter, nonirmmed, indic,affirn,
{sing, det} ) >, ¢ (1ive®,

{anter, compl, noniter, non-
{51ng def, 1r}):> < < ua1°t, {sing,

Seclar, indic, affirm}) whosS

Thz fallowina rrozeduras

TR s:

(i) the extraction of (nossiblv) relevant
nicces of information from the stock
of knowledce;

the application of inference rules on
the relevant rieces of information,
(iii) the rctrieval of the answer(s).

nerate on

(i1)

The cxtraction of tie so-calles r=-
levant pieces of inforratinn is bhased on
matching the T2 of the input Tuestion with
the lexicon and axtracting Lhose 71 7¢ that
intersect with the TR of the ~iver ~uaesti-
on in at least cne spacific lexical vza2lua
{i.2. other than the c3n:ral “ztor, ~».-.
onz, the cownula, cte.j; e <
tyies (su>“oq_; to ko i
ivan questinon) are than




source TR as well as the derived TR consti-
tute a part of the stock of knowledge a..d

au serve as source TR's for further pro-
cessing. In order to avoid infinite cycles,
the whole proced :re or inferencing is div-
ided into several Q-systems (notice that
rules within a single Q-system are applied
S .0..g as the conditions for their applic-
ation are fulfilled, i.e. there is no order-
ing of the rules }.

E. Types of Inference Rules

1. Rules operating on a single TR:

(i) the structure of the tree is preserv-
ed; the transformation concerns only (a)
part(s) of tne .o.p.ex symbol of some node
of the CDS (i.e. label(s) of some node(s)in
the Q-tree of the TR):

(a) change of a grammateme:

J;e;furm-pOSSlb (Ndevice-Act)
(X-Pat) ... ==
Vperform™IndiC (WNyo jce~ACt)
X-Pat) ...

Notes In our highly simplified and
schematic shapes of the rules we guote
only thos: labels of the nodes tuaat
are relevint for the rule in cuestion;
the sign == stands for "rewrite as";

Ndevice scands for any noun «~ith the

semmatic J{cature of "device", V
perform

for a verl with the semantic feature
of action vecbs, .ossib and Irdic de-
note the Jrammatemes of predicate mod-
ality.

EX.: An aaplifier can activate a pas.-
ive netw~rk to form an active analogque.
== An amplifier activates a passive
network to form an active anal.que.

(b) change of a functor (type of complement-
ation):
V-use (Ni—Pat) (Nj-Accomp) cee ==
vV-use (Ni-Regard) (Nj—Pat) e

Ex.: Operational amplifier is used with
negative feedback. == With operational
anplifier negative feedback is used.

(Ni—Act) (Nj-Pat) e

Vperform (Dgen'ACt) (”i"InStr)(Nj-Pat)..

vperform

Ex.: Operational amplifiers perform
mathematical operations == Mathematic-
al operations are performed by means
of operational amplifiers.

Note: Act, Pat, Instr, Accomp, Reg-

ard stand for the functors of Actor,

pPatient, Instrument, Accompaniment

and Regard, respectively; D denot-
. gen

es a general participant.

.G, change of the lexical part of the comp-
lex symbol accompanied by a change of
some grammateme or functor:

Vi-Possib ((few)Ni) (V-use(Nk—Accompneg)

cee) e

== i-Necess ((most)Ni) (V-use
( Nk—Accompposit)...)...

Ex.: With few high-performance oper-
ational amplifiers it is possible to
maintain a linear relationship betw-
een input and output without employ-
ing negative feedback.== With most
«ie it is necessary to maintain ...
employing negative feedback.

(i1) a whole subtree is replaced by another
subtree:

Ex.: a negative feedback == a negat-
ive feedback circuit

(iii) extraction of a subtree to create an
independent TR:

- relative clause in the topic part
of the TR

vy (Vj-Gener—L(...))... ==
Vj-Gener-L (...)

Ex.: An operational amplifier, which
activates a passive network to form
an active analogue, is an unusually
versatile device. == An operational
amplifier activates a passive net-
work to form an active analogue.

Note: L stands for the grammateme
"contextually bound”, R for "non-
-bound", Gener for the functor of
general relationship.

- causal clause in TR’s with affir-
mative modality

Vi—Affirm (Vj-Cause (eed))eus ==

Vs e

]t)

Ex.: Since an operational amplifier

is designed to perform mathematical

operations, such basic operations

as ... are performed readily. ==

An operational amplifier is designed
to perform mathematical operations.

- deletion of an attribute in the
focus part of a TR

1
Vi (Nj-R) cee

v, (Nj—R (X-Gener-R)) ... ==
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Ex.: Operational amplifiers are used
as requlators ... to minimize load-
ing of reference .indes rermitting
full exploitation of the diode s
precision temperature stability. ==
Operational amplifiers are used as
regulators ... to minimize loading
of reference diodes.

(iv) the transformation gives rise to two
TR s

distributivity of conjunction and
disjunction (under certain condit-
ions: e.g. for the distributivity
of disjunction to hold, the gramm-
ateme of Indic with the main verb
is replaced by the grammateme of
Possib)

Ex.: Operational amplifiers are used
in active filter networks to provide
gain and frequency selectivity. ==
Operatinal amplifiers are used in
active filter networks to provide
gain. Operational amplifiers are
used in active networks to provide
frequency selectivity.

2, Rules operating (simultaneously) on two
TR s
(the left:hand side of the rule refers
to two TR s)

- conjoining of TR"s with the same
Actor

Ex.: An operational amplifier act-
ivates a passive network to form an
active analogue. An operational

amplifier performs mathematical op-~-
erations. == An operational amplif-
ier activates .... and performs ....

- use of definitions: the rule is
triggered by the presence of an as-
sertion of the form "X is called Y"
and substitutes all occurrences of
the lexical labels X in all TR's by
the lexical label Y

III EFFECTIVE LINKS BETWEEN INFERENCING
AND ANSWER RETRIEVAL

A. The Retrieval Procedure

Thé retrieval of an answer in the en-
riched set of assertions (TR's) is perform-
ed in the following steps!

(a) first it is checked whether the
lexical value of the root of the TR is id-
entical with that of the TR of the question;
if the question has the form "What is per-
formed (done, carried out) by X2?", then
the TR from the enriched set must include
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an action verb as a label of its root;

(b) the path leading from the root to the
wh-word is checked (yes-no questions are
excluded from the first stage of our exper-—
iments); the rightmost path in the relevant
TR must coincide with the wh-path in its
lexical labels, contextual boundness,
grammatemes and functors (with some poss-
ible deviations determined by conditions

of substitutability: Singutar - Plural,
Manner ~ Accompaniment, etc.); the wh-word
in the question must be matched by a lex-
ical unit of the potential answer, where
the latter may be further expanded;

(c¢) if also the rest of the two compared

TR s meet the conditions of identity or
substitutibility, the relevant TR is mark-
ed as a full answer to the given question;
if this is not the case but at least one

of the nodes depending on a node included
in the wh-path meets these conditions, then
the relevant TR is marked as an indirect
(partial) answer.

B. Towards an Effective Application of
Inference Rules

In the course of the experiments it
soon became clear that even with a very
limited number of inference rules the mem-
ory space was rapidly exceeded. It was
then necessary to find a way how to echie-
ve an effective application of the inferen-
ce rules and at the same time not to re-
strict the choice of relevant answers. .
Among other things, the following issues
should be taken into consideration:

The rules substituting subtrees for
subtrees are used rather frequently, as
well as those substituting only a label
of one node (in the Q-tree, i.e. one ele-
ment of the complex symbol in the CDS),
preserving the overall structure of the
tree untouched. These rules operate in
both directions, so that it appears as use-
ful to use in such cases a similar strat-
egy as with synonymous expressions, i.e.
to decide on a single representation both
in the TR of the question and that includ-
ed in the stock of knowledge; this would
lead to an important decrease of the num-
ber of TR s that undergo further inference
transformations.

Only those TR's are selected for the
final steps of the retrieval of the answer
(see point (a) in III.A) that coincide
with the TR of the question in the lexical
label of the root, i.e. the main verb. If
the inference rules are ordered in such a
way that the rules changing an element of
the label of the root are applied before
the rest of the rules, then the first
step of the retrieval procedure can be
made before the application of other in-
ference rules. This again leads to a con-



siderable reduction of the number of TR s
on which the rest of the inference rules
are applied; only such TR s are left in the
stock of relevant TR s

(i)that agree with the TR of the question
in the label of the root (its 2exical lab-
el may belong to superordinated or subord-
inated lexical values: device - amplifier,
etc.),

(ii) that irclude the lexical label of
the root o€ the question in some other
place than at the root of the relevant
TR,

(iii) if the guestion has the form "Which
N ...", (i.e. the wh-node depends on its
head in the relation of general relation-
ship), then also those TR's are preserved
that contain an identical N node (noun)
on any level of the tree.

The use of Q-language brings about
one difficulty, namely that the rules
have to be formulated for each level for
the tree separately. It is possible to
avoid this complication by a simple tempor-
ary rearrangement of the Q-tree, which re-
sults in a tree in which all nodes with
lexical labels are on the same level; the
rules for a substitution of the lexical
labels can be then applied in one step,
after which the tree is “returned’ into
its original shape.

These and similar considerations have
led us to the following ordering of the in-
dividual steps of the inference and retrie-
val procedure:

1. application of rules transforming
the input structure to such an extent that
the lexical label of the root of the tree
is not preserved in the tree of a potent-
ial answer;

2. a partial retrieval of the answer
according to the root of the tree;

3. application of rules substituting
other labels pertinent to the root of the
tree;

4. partial retrieval of the answer
according to the root of the tree;

5. application of inference rules
operating on a single tree;

6. application of inference rules
operating on two trees;

7. the steps (b) and (c) from the
retrieval of the answer (see III.A above).
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