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0. Abstract

In this paper, we focus on the features of a

lexicon for Japanese syntactic analysis in
Japanese to-English translation. Japanese word
order is almost unrestricted and hckuio-shi

(postpositional case particle) 1is an important
device which acts as the case label (case marker)
in Japanese sentences. Therefore case grammar is
the most effective grammar for Japanese syntactic
analysis.

The case frame governed by Yougen and having
surface case(Kakujo-shi), deep case(case label)
and semantic markers for nouns is analyzed here to
illustrate how we apply case grammar to Japanese
syntactic analysis in our system.

The parts of speech are classified into S6
sub-categories.

We analyze semantic features for
pronouns classified

nouns and
into sub-categories and we
present a system for semantic markers. Lexicon
formats for syntactic and semantic features are
composed of different features classified by part
of speech.

As this system uses LISP as the programming
language. the lexicons are written as S-expression
in LISP. punched onto tapes. and stored as files
in the computer.

1. Introduction

The Mu-project is a national project
supported by the STA(Science and Technology
Agency). the full name of which is "Research on a
Machine Translation System{Japanese - English} for
Scientific and Technological Documents. ™+

We are currently restricting the domain of
translation to abstract papers in scientific and
technological fields. The system is based on a

transfer approach and consist of three phases:
analysis, transfer and ‘generation.

In the first phase of machine translation.
analysis. morphological analysis divides the
sentence into lexical items and then proceeds with
semantic analysis on the basis of case grammar in
Japanese. In the second phase. transfer. lexical
features are transferred and at the same time. the

syntactic structures are also transferred by
matching tree pattern from Japanese to English. In
the final generation phase. we gensrate the
syntactic  structures and the morphological

Masayuki Satoh

The Japan Information
Center of Science and

Nagata-cho, Chiyoda-ku
Tokyo. Japan

Tetsuya Ishikawa

Univ. of Library &
Information Science
Yatabe-machi.
Tsukuba-gun.
Ibaraki. Japan

features in English.
2. Concept of a Dependency Structure based on
Case Grammar_in Japanese

In Japan, we have come to the conclusion that
case grammar is most suitable grammar for Japanese

syntactic analysis for machine translation
systems. This type of grammar had been proposed
and studied by Japanese linguists before

Fillmore's presentation.

As word order is heavily restricted in
English syntax, ATNG:Augmented Transition Network
Grammar ) based on CFG:Context Free Grammar: is
adequate for syntactic analysis in English. On the
other hand. Japanese word order is almost
unrestricted and Aukujo-shi play an important role
as case labels in Japanese sentences. Therefore
case grammar is the most effective grammar for
Japanese syntactic analysis.

In Japanese syntactic structure. the word
order 1is free except for a predicate({verb or verb
phrase) located at the end of a sentence. In case
grammar, the verb plays a very important role
during syntactic analysis. and the other parts of

speech only perform in partnership with, and
equally subordinate to. the verb.
That is. syntactic analysis proceeds by

checking the semantic compatibility between verb
and nouns. Consequently. the semantic structure of
a sentence can be extracted at the same time as
syntactic analysis.

The case frame governed by Yowgen and having
Kakujo-shi. case label and semantic markers for
nouns is analyzed here to illustrate hov we apply
case grammar to Japanese syntactic analysis in our
system.

Yougen consists of verb.
Keiyou shiadjective  and heiyoudou shi adjectival

* This project is being carried out with the aid of a special gra:u r01

noun’.. huhujo shi include inner case and outer
case markers in Japanese syntax. Bub a single
hakujo shi corresponds to several deep cases: for
instance. "NI° indicates more than ten case labels
including SPAc=. Spzce TO. TIMe. ROle. MAMuo .
GOA). PARtncr. COMpone=nt. CONdition. RANZo. .. ...
We analyze relations betwveon Aobujo sl and  cass
labels and  write  thewm out manually according to
the exam;:les fOU’L oihoan sample to>t\
the prouotion of sciencc and!

technology from the Science and Technolozy Agency of the Japanese Covorn: L.
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As a result of categorizing deep cases. 33
Japanese case labels have been determined as shown
in Table 1.

Table 1. Case Labels for. Verbal Case Frames

Japanese Label English Label Examples

(M Ei& SUBject -7
2) R OBlect ~%
(3) ZF RECipient ~IZ5A
4) H5Ai%F ORlgin ~moXits B
(5) H|E| PARtner ~LIBET D, RS, ~iCBAET S
(6) 1852 OPPonent ~poRET S BITS
(N 6% TIMe 1980 FEiC
(8) B§ - s Time-FRom 5AmS
(9) B - 2 Time-TO REZTT
10 i DURation 5 MM T 3
(11) i8eR SPAce ~KuBETs. ~TRETS
(12) 1BFR - B Space-FRom ~mrofd
(13) $Bfr « ¥5 Space-TO ~~ED, ~iCHETD
(14) 5P - B Space-THrough ~%i#@%, LEERS
(15) FEiKME SOUrce 55%Mmoe%~NglE LR
(16) #RiKNE GOAl }%%mestﬁmﬁﬂfa
an & ATTribute BEHICED, RiP5. 2LV
(18) EHR - Bl CAUse BHRTRN. ~HoAMB
(19) EH-GE  TOO 44 VET. FUNT
(20) MH MATerial ~—2 FTES
@ BREL COMponent ~moKRD, ~THERT
2y B, MANner #5Z. 10m/secT
(23) R CONdition BRFEETIRES
(24) HMy PURpose ~i&/TH. WAB., LEN
(25 &% ROLe ERICBS., ~LLTAVS
(26) WERE COnTent ~ s, BB ANT
(27 TWHRE RANge ~iZo0nT, ~ichALT
(28) 1278 TOPic -3, ~&iz
29) 8= VIEwpoint Ao, ~DET
(30) ih€X COmpaRison ~EDKEO., ~ZEKDB, ~LES
(31) BE#E ACCompaniment ~& & bic., ~iEf-T
(3 & DEGree S%HMTD. 3FoPED
(33) B PREdicative ~THD

Note: The capitalized letters form the

English acronym for that case label.

Identify taigen-bunsetsu
(substantive phrase)
governed by yougen

Active

=ACTIVE, PASSIVE, CAUSATIVE, POTENTIAL.
T'TEARL)

Distinguish voice
Other than active voice

*F—gPRI V2o ELNE
—S>Fes %I VEa—FNED

Other than active voice
converted to active * ZOZIHLOLBMICHRTE S

—> B2 ERCHET 3

*® ) TERYTIIREEES

>/ 2PN TIIHETS

P
Replace kakarijo-shi("WA', = ZLBHED - - - - - - LHC L 2%
THOMISHIKA®, WO', 'NO')with fhg . 3 -
kakujyo-shi e %
T 20~2ROROE LDRSN
%
, * RIIRI T 4 5 TRUL,

o
*ABCR + Y ERORELLR 20HER

= DRERI2, BRKWEREOKMICRE.

* T+ o SEBIICCDALRBTY v I 1N,

*MNOSERRIEIIE + 5 TRHELLT
Bmsns

<

43

When semantic markers are recorded for nouns
in the verbal case frames. each noun appearing 1in
relation to Yougen and Kakujo-shi in the sample
text is referred to the noun lexicon.

The process of describing these case frames
for lexicon entry are given in Figure 1.

For each verb. hokujo-shi and Ketuouclou-shi.
Kakujo-shi and case labels able to accompany the
verb are described. and the semantic marker for
the noun which exist antecedent to that hakujo-shi
are described.

4 Sub-categories of Parts of Speech
according to their Syntactic Features

The parts of speech are classified
main categories:

nouns. pronouns. numerals. affixes. adverbs.
verbs. hetyou-shi. Keiuoudou-shi.
Rentai-shitadnoun}. conjunctions. auxiliary verbs,
markers and Jo-shi(postpositional particles’;. Each
category 1s sub-classified and divided into 56
sub-categoriesisee Appendix A); those which are

into 13

mainly based on syntactic features. and
additionally on semantic features.
For example. nouns are divided into 11

sub-categories. proper nouns. common houns. action
nouns 1:Sulicn-meishi)., action nouns 2iothers:;.
adverbial nouns. hgkujo-shi-teki-mecishi (noun with
case feature:. Sclsuzokujo-shi-teki-meishi (noun
with conjunction feature), unknown nouns.
mathematical expressions. special symbols and
complementizers. Action nouns are classified into
Scthen-meishi @ noun that can be a
noun-plus-SURU.doing: composite verb) and other
verbal nouns. because action noun 1 is also used
as the word stem of a verb.

Ngo
Rentai~kei of verb?

Fill kakujo-shi antecedent
noun for verb phrase
in relative claose

]
r ]

Give case labels to kakujo—shll

|

Give semantic markers to noun:

|

Construct case frame formst l

CREEHCEUEE —>  Hy

* T O ANEHT EAND =~y ¥
—> Reg~-%

*HERMHE SN RHNBZGunn
FAF—F > 544~ ViT

A

—ry

Figure _ 1. _Block Diagram of__Process_ of
Describing Verbal Case Frames




Adverbs are divided into 4 sub-categories for
modality , aspect and tense. In Japanese, the
adverb agrees with the auxiliary verb.
inj cu-shi agrees with aspect,
and mood features of specific auxiliary verb,

Joukyou-fuku-shi agrees with aspect and
tense,

Teido-fuku-shi agrees with gradability.

Auxiliary verbs are divided into 5
sub-categories based on modality, aspect. voice,
cleft sentence and others.

Verbs may be classified according to their
case frames and therefore it is not necessary to
sub-classify their sub-categories.

tense

S ic Marki e N

We analyze semantic features. and assign
semantic markers to Japanese words classified as
nouns and pronouns. Each word can give five
possible semantic markers.

The system of semantic markers for nouns is
made up of 10 conceptual facets based on 44
semantic slots. and 38 plural filial slots at the
end (see Figure 2).

00 |4 OF | & - )ik - 980 - & (Nation-Organizatfon)

(Thing-
Object) H v 144 -{oaln& A0 -0n
(Anisate Object) (Animal (Husan-Rote
. -Profession)
Tor J e 0B | 254
(Plant) (Anisal)
oS | ety —— {00 ante
(Inanimate (Natural)
Object) Hon jAxw
(Artitictal)
[Cojew ————{ ] man catertan)
(Commod{ty
-Hare) -{ CE If!-&.-il (Means-Equipeent)
-{ CP | M- ZW (Product)
10 ; Wi ———————{ IT |17 - 70N - EEM - T3l (Theory)
(Idea-
Abstraction) -{ IC |#9%2 - bR - M (Conceptual Object)
{5 [am - B9 (Sign-Symbol)
(&) 09 ——— (] 3% Cun
(Part)
~|_EE | X - RS (Elesent-Content)
a0 | &‘l (Property-Characteristic)
(Attribute)

SESHE 2 AF % (Fors-Shape)
{Status-
Figure) 4 AC [ {REE (State-Condition)

H R |83 (Retation)

LIa1 M (Structure)

5.1 Concept of semantic markers

The 10 conceptual facets are listed below.
1) Thing or Object
This conceptual facet contains things and

objects; that is. actual concrete matter. This
facet consists of such semantic slots as
Nation/Organization. Animate object. Inanimate

object. etc.

2) Commodity or Ware

This conceptual facet contains commodity and
vares; that 1is. artificial matter useful to
humans. This facet consists of such semantic slots
as Material. Means, /Equipment, Product. etc.

3 Idea or Abstraction

This conceptual facet contains ideas and
abstractions; that is. non-matter as the result of
intellectual activity in the human brain. This
facet contsists of such semantic slots as Theory,
Conceptual object. Sign/Symbol. etc.

4) Part

This conceptual facet contains parts: that
is, structural parts, elements and contents of
things and matter.

Crojan

(Phenossnon)

{ PN iaﬁﬂ‘l(lltunl Phenosenon)

"‘ PA | ATHSBM - MER(Artiticial Phenomenon
-Expariment)
-[P—S__]a:eﬂsaa—l—@la (Event-Happening)
(Socfal
mm_rs_ Bis-BN
(Potitical-Economical)
{Pc Imx-mu
{Custom-Social Convention)

DTRR¥— R
(Power-Energy-Physical Object)

{00 |ma-mm

(Doing-
Action)

A ] 778 (Action-Deed)
LM 1!8 < RE (Movesent-Reactfon)
-{ DE ]f'ﬁﬂ - Hf¥ (Eftect-Operation)

SO | it —————"SP | % (Porcestion)
(Sentiment-

Mental Aeﬁvﬂ:y)-{ SE | R (Emotion)

SI |2 - XM (Recognition- Thought)

K -{ M4 LB (Musber)
(Measure)
-{ MU (M2 - RIE (Unit)
Li NS |2 - MM (Standard)
[~%-] ! TS |¥BPF - 22131 - 4B (Space-Topograehy)
(Time-Space)

|
7T | o§M ————— TP iB% R (Time Foint)
(Tise)
i—! TO ¥ EIRIME (Time Duration)

 E—
— TA EMNEIL (Time Attribute)

Figure 2. System of Semantic Markers for Nouns
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5 Attribute

This conceptual facet contains attributes:
that 1is. properties. qualities or features
representative of things. This facet consists of
semantic slots such as Property Characteristic.
Status Figure. Relation. Structure. etc.

6 Phenomenon

This conceptual facet contains phenomena:
that 1is. physical. chemical and social actions
without human activity. This facet consists of
semantic slots such as Natural phenomenon.
Artificial phenomenon Experiment. Social
phenomenon. Power Energy. etc.

7. Doing or Action

This conceptual facet contains human doing
and actions. This facet consists of such semantic
slots as Action. Deed. Movement -Reaction.
Effect Operation. etc.

8 : Mental activity

This conceptual facet contains operations of
the mind and mental process. This facet consists
of semantic slots such as Perception. Emotion.
Recognition Thought. etc.

9) Measure

This conceptual facet contains measure. that
is. the extent, quantity. amount or degree of a
thing. This facet consists of semantic slots such
as Number. Unit. Standard. etc.

10: Time and Space

This conceptual
topography and time.

facet contains space,

5.2 Process of semantic marking

The semantic marker for
determined by the following steps.

1; Determine the definition and features of a
word. 2, Extract semantic elements from the word.
3 Judge the agreement between a semantical slot
concept and extracted semantical element word by
word, and attach the corresponding semantic
markers. 4; As a result. one word may have many
semantic markers. However. the number of semantic
markers for one word is restricted to five. If
there are plural filial slots at the end. the
higher family slot is used for semantic
featurization of the word.

each word is

It is easy to decide semantic markers for
technical and specific words. But. it is not easy
to mark common words. because one word has many
meanings.

'6._Lexicon Format for Syntactic Analysis
Lexicon formats for

features are composed of
classified by part of speech.

syntactic and semantic
different features

1 Features of verb:

Subject code: verb used in specific field.
only electrical in our experiment

Part of specch in syntax:. verb

Verb pattern: classifing the
frame. a categorized marker like
pattern is planned to be used.

Entry to lexical unit of transfe:

verbal case
loirnby's case

lexicon
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Aspect:. stative. semi-stative. continuative,
resultative. momentary or progressive/transitive

Voice: passive, potential, causative or
"TEARU' (perfective/stative)

Volition: volitive, semi-volitive or
volitionless

Case frame. surface case. deep case. semantic
marker for noun and inner-outer case
classification

Idiomatic usage: to accompany the verb(ex.
catch a cold: syntax, verb pattern.

2) Features of Keiuyou-shi and Keiyoudou-shi:

both syntactic features are described in
almost the same format.

Sub-category ‘of part of speech. emotional.
property. stative or relative

Gradability: measurability and polarity

Nounness  grade: nounness grade
Keiyou-shi(++. +, -, -—)

for

3, Features of noun: sub-category of
noun:{proper, common. action. adverbial, etc?},
lexical unit for transfer lexicon. semantic

markers, thesaurus code. and usage.

47 Features of adverb: sub-category of
adverb (Joukyou, Teido. Chinjutsu. Suuryou )
considering modality. aspect., tense and
gradability

5% Features of other taigen: sub-category of
Rentai-shit demonstrative. interrogative,
definitive. or adjectival‘} and conjunctioniphrase
or sentence:

6 Features of Jodou-shi{auxiliary verb):

on semantic feature:

Modality ‘negation, necessity. suggestion.
prohibition....... )

Aspect ipast. perfect. perfective stative.
progressive. continuative. finishing.
experiential,...)

Voice/passive or causative)
Cleft sentence(purpose and reason)

etc (" TEMIRU™ . "TEMISERU®
and “TEIRERU )

"TEOKU", " SONONAU®

7) Features of Jo-shi:
Sub- category of Jo-shi. case, conjunctive.
adverbial. collateral final or Juntai

Case:. features of surface case(ex. 'GA" ‘WO’
7 ‘TO .. ... 3,  modified relation(Reniai or
Renuyou modification

Conjunctive: sub-category of semantic
feature{cause . reason. conditional /provisional.
accompanyment, time‘place, purpose. collateral.

positive or negative conjunction, etc)

7..Data Base Structure of the lexicon

As this system uses LISP as the progranming
language. the lexicons are punched up as



S-expressions and
Figure 3).

For the lexicon data base used for syntax
analysis, only the lexical items are hold in main
storage; syntactic and semantic features are
stored in VSAM random acess files on disk(see
Figure 4).

C(SABLES "V0001500-01")
(SaH LN

(SIBLIE “@DYE™)

(SHRFX 2)

(sHmE8 1 O

(SBs "Hbt3")

(SREE “t3” "SH43" "HHtdE"))
(SEmERN

(SERIE 1)

(SYEERE T

(SIBAEE +)

CSHISRE 2)

(SPEMW 64))
[$1 >89 5 L]

(SR>~ TA)

(smxam Bl

(SiE/ty =

v

input to computer files (see

(STx~7+ MW

(ST S/l " THZ )

(S®E W)

(SR "BEaH3")

¢S HXEMH
CCS AT 0
C(SAWB
CCsmER D

(SB v~

v2

(8T=~7+ BR)

(S™ By T

(S|t ®)

(Six "AdTE”)

(SHUEMN
(ST ) (SHEE SUB)
(S 1)
(SaWME OBJ)
(SEEMEa—-F IT IC CO)
(s&dlie 1))
((Sami & i)
(SRWE PAR)
(SBiEMK2—-¥ 1T 1C CO)
(St 0))))

(SR/ty~

v3

(STR~N7 b+ MW

(S8 BR ° THE )

(SZME SUBD
(SEME OBJ)>
(SZEE REC)

(Sgiamka—F OF OH) (sS40 1))
(SEMH%2~F AS CE) (SuA 1))
(Sgimks—F XX) (S&%E 1))

(SERW%k2-F OF OH) (S&TH 1))

(SEE W)

(SEXmnN
CCSRMIE 2¢) (SMEME SUB) (SZRWKa-+ OF OH) (S&FE 1))
(32 12) (SREM REC) (SZWMo-+ XX) (S&ME 1)))

CSHERMN (SIE "MAE“II)) -
Figure 3. lexicon File Format in LISP
S-expression

Entry-vector
Pointer-list
]
/ (0QO--=----)
/Iu-—m'.or
0 — Lesmm -
s ! — Vord baza
2 == Nmber of verbtal ending
3 —* MfRimorohological feature
4 for preposition vord:
— MOmor 1 feature
5 = Key for vsay for postpostion vord

Retrieve

Lexicon for syntactic analysis

> Here. it is stored the lemma. variant or
;pecxf 1¢ conjugation of lesma less head character
in lexicom for syntactic analysis.

sis
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The head character of the lexical unit is
used as the record key for the hashing algorithm
to generate the addresses in the VSAM files.

8. Conclusion

Ve have reached the opinion that it is
necessary to develop a way of allocating semantic
markers automatically to overcome the ambiguities
in word meaning confronting the human attempting
this task.

In the same thing. there are problems how to
find an English term corresponding to the Japanese
technical terms not stored in dictionary, how to
collect a large number of technical terms
effectively and to decide the length of compound
vords, and how to edit this lexicon data base
easily, accurately. safely and speedily.

In lexicon development for a huge volume of
Yougen . it is quite important that we have a way
of collecting automatically many usages of verbal
case frames, and we suppose it exist different
case frames in different domains.
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