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ABSTRACT

In a text-production system high and special demands are placed on the
grammar and the lexicon. This paper will view these components in
such a system (overview in section 1). First, the subcomponents dealing
with semantic information and with syntactic information will be
presented separately (section 2). The problems of relating these two
types of information are then identified (section 3). Finally, strategies
designed to meet the problems are proposed and discussed (section 4).
One of the issues that will be illustrated is what happens when a
systemic linguistic approach is combined with a KL-ONE like knowledge
representation - a novel and hitherto unexplored combination.!

1. THE PLACE OF A GRAMMAR AND A
LEXICON IN PENMAN

This paper will view a grammar and a lexicon as integral parts of a text
production system (PENMAN). This perspective leads to certain
requirements on the form of the grammar and that of the subparts of the
lexicon and on the strategies for integrating these components with
each other and with other parts of the system. In the course of the
presentation of the components, the subcomponents and the
integrating strategies, these requirements will be addressed. Here | will
give a brief overview of the system.

PENMAN is a successor to KDS ([12], [14] and {13]) and is being
created to produce muiti-sentential natural English text. It has as some
of its components a knowledge domain, encoded in a KL-ONE like
representation, a reader model, a text-planner, a lexicon, and a
sentence generator (calied NIGEL). The grammar used in NIGEL is a
Systemic Grammar of English of the type developed by Michaei Halliday
- see befow for references.

For present purposes the grammar, the lexic .n and their environment

can be represented as shown in Figure 1.

The lines enclose sets; the boxes are the linguistic components. The
dotted lines represent parts that have been developed independently of
the present project, but which are being implemented, tefined and
ravised, and the continuous lines represent components whose design
is being developed within the project.

The box labeled syntax stands for syntactic information, both of the
general kind that is needed to generate structures (the grammar; the left
part of the box) and of the more specific kind that is needed for the
syntactic definition of lexical items (the syntactic subentry of lexicai
items; to the right in the box -- the term lexicogrammar can aiso be used
to denote both ends of the box).

1Th'm research was supported by the Air Force Office of Scientific Research contract
No. F49820-79.c-0181. The views and conclusions contained in thig document are those
ot the suthor and should not be interpreted as necessarily representing the official
policies or endorsements, gither expressed or implied, of the Air Force Office of Scientific
Research of the U.S. Government. Tha research reprasents a joint effort and 30 do the
ideas sternming from it which are the substance of this paper. | would like to thank in
pll‘bculll William Mann, who has heiped me think, given me many heipful ideas and

and axl-nsavcly on drafts of the paper; without him it wouid nat
be. i am aiso gratefui to Y. 'mmuulcwmmadm-mto
Michael mumy. wha has made clur to me many o and

Naturaily, | am soiety responsibie for errors in the presentation and content,
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Figure 1-1: System overview.

The other box (semantics) represents that part of semantics that has to
do with our conceptualizaticn of experience (distinct from the
semantics of interaction -- speech acts etc. .- and the semantics of
presentation -- theme structure, the distinction between given and new
information etc.). it is shown as one part of what is called conceptuais --
our general conceptual organization of the world around us and our
own inner world; it is the linguistic part ot conceptuals. For the lexicon
this means that lexical semantics is that part of conceptuals which has
become lexicalized and thus enters into the structure of the vocabuiary.
There is also a correlation between conceptual organization and the
organization of part of the grammar.

The double arrow between the two boxes represents the mapping
(reaiization or encoding) of semantics into syntax. For example, the
concept SELL is mapped onto the verb soid.2

The grammar is the general part of the syntactic box, the part
concerned with syntactic structures. The lexicon cuts across three
levels: it has a semantic part, a syntactic part (lexis) and an
orthographic part (or spefling; not present in the figure).3 The lexicon

2! am using the g ion of ing terms denoting semantic entries,
Capitats will aiso be used for roies associated with concepts (like AGENT, RECIPIENT and
OBJECT) and for grammatical functions (like ACTOR, BENEFICIARY and GOAL). These
notions will be introduced beiow.

3This means that an entry for a lexical itemn cansists of three subentries, viz. a semantic
entry, & syntactic entry and an orthographic entry. The laxicon box is shown as containing
pans of Doth syntax and semantics in the figure (the shadeq area) to emphasize the
natyre of the lexical entry.



consists entirely of independent lexical entries, each representing one
lexical item (typicaily a word).

This figure, then, represents the part of the PENMAN text production
system that includes the grammar, the lexicon and their immediate
anvironment.

PENMAN is at the design stage; consequently the discussinn that
follows is tentative and exploratory rather than definitive. -- The
component that has advanced the farthest is the grammar. it has been
impismented in NIGEL, the sentc nce generator mentioned above. It has
been tested and is currently being revised and extended. None of the
other components (those demarcated by continuous lines) have been
implemented; they have been tested only by way of hand exampies.
This paper will concentrate on the design features of the grammar
rather than on the resuits of the impiementation and testing of it.

2. THE COMPONENTS

2.1. Knowledge repressntation and semantics
The knowiedge representation

One of the fundamental properties of the KL-ONE like knowledge
representation (KR) is its intensional -- extensional distinction, the
distinction between a general conceptual taxonomy and a second part
of the representation where we find individuals which can exist, states
of affairs which may be true etc. This is roughty a distinction between
what is conceptualizable and actual conceptualizations (whether they
are real or hypothetical). In the overview figure in section 1, the two
parts are together called conceptuals.

For instance, to use an example | will be using throughout this paper,
there is an intensional concept SELL, about which no existencé or
location in time is claimed. An intensional concept is related to
extensional concepts by the relation Individuates: intensional SELL is
related by individual instances of extensional SELLs by the Individuates
relation. If | know that Joan soid Arthur ice-cream in the park, | have a
SELL fixed in time which is part of an assertion about Joan and it
Individuates intensional SELL.* A concept has intemal structure: itis a
configuration of roles. The concept SELL has an internal structure
which is the three roles associated with it, viz. AGENT (the seiler),
RECIPIENT (the buyer) and OBJECT. These roles are slots which are
filled by other concepts and the domains over which these can vary are
defined as value restrictions. The AGENT of SELL is a PERSON or a
FRANCHISE and so on.

In uther words, a concept is defined by its relation to other concepts
(much as in European structuralism). These relations are roles
associated with the concept, roles whose fillers are other concepts.
This gives rise to a large conceptual net.

There is another relation which heips define the place of a concept in
the conceptual net. viz. SuperCategory, which gives the conceptual net
a taxonomic (or hierarchic) structure in addition to the structure defined
by the role relations. The concept SELL is defined by its place in the
taxonomy by having TRANSACTION as a SuperCategory. if we want to,

41t shouid be emohasized that calling the canceot SELL says nothing whatsoever about
the English expression for it: the reasons for giving it this name are purely mnemonic. The
onty way the can be d with the word sokd is thwough being part of &
laxical entry.
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we can define a concept that will have SELL as a SuperCategory (i.e.
bear the SuperCategory relation to SELL), for example SELLCB 'seil on
the black market'. As a resuit, part of the taxonomy of avents is
TRANSACTION ... SELL -~ SELLOB.

If TRANSACTION has a set of roles associated with it, this set may be
inherited by SELL and by SELLOB - this is a general feature of the
SuperCategory reiation. In the examples involving SELL that follow, |
will concentrate on this concept and not try to generatize to its
supercategories.

The Semantic Subentry

In the overview figure (1.1), the semantics is shown as part of the
conceptuals. The consequence of this is that the set of semantic
entries in the lexicon is a subset of the set of concepts. The subset is
proper if we assume that there are concepts which have not been
lexicalized (the assumption indicated in the figure). The assumption is
perfectly reasonabie; | have aiready invented the concept SELLOB fer
which there is no word in standard English; it is not surpriging it we have
formed concepts for which we have to create expressions rather than
pick them ready-made from our lexicon. Furthermore, it we construct a
conceptual component intended to support say a bilingual speaker,
there will be a number of concepts which are lexicalized in only one of
the two languages. .

A semantic entry, then, is a concept in the conceptuals. For so/d, we
find sold with its associated roles, AGENT, RECIPIENT and OBJECT.
The right part of figure 4-1 below (marked "se:"; after a figure from [1]
gives a more detailed semantic entry for so/d: a pointer identifies the
relevant part in the KR, the concapt that constitutes the semantic entry
(here the concept SELL).

The concept that constitutes the semantic entry of a lexical item has a
fairly rich structurs. Roles are associated with the concept and the
modality (necessary or optional), the cardinality of and restrictions on
(vaiue of) the filiers are given.

Through the vaiue restriction the linguistic notion of selection
restriction is captured. The stone sol/d a carnation to the littie giri is odd
because the AGENT role of SELL is value restricted to PERSON or
FRANCHISE and the concept associated with stone falls into neither
type. '

The strategy of letting semantic entries be part of the knowledge
representation wouid not have been possible in a notation designed to
capture specific propositions only. However, since KL-ONE provides
the distinction between intension and extension, the strategy is
unproblematic in the present framework.

So what is the relationship between intensional-extensional and
semantic entries? The working assumption is that for a large part of the’
vocabulary, it is the concepts of the intensional part of the KR that may
be lexicalized and thus serve as semantic entries. We have words for
intensional objects, actions and states, but not for individual
extensional objects etc. with the exception of proper names. They have
extensional concepts as their semantic entries. For instance, Alex
denotes a particular individuated person and The War of the Roses a
particular individuated war.

Both the SuperCategory reiation and the individuates reiation provide
ways of walking around in the KR to find expressions for concepts. If



we are in the extensional part of the KR, looking at a particular
individual, we can follow the Individuates link up to an intensional
concept. There may be a word for it, in which case the concept is part of
a lexical entry. If there is no word for the concept, we will have to
consider the various options the grammar gives us for forming an
appropriate expression.

The general assumption is that all the intensional vocabulary can be
used for extensional concepts in the way just described: expressabi..cy
is inherited with the Individuates relation.

Expression candidates for concepts can aiso be located along the
SuperCategary link by going from one concept to another one higher
up in the taxonomy. Consider the following example: Joan sold Arthur
ice-cream. The transaction took place in the park. The SuperCategory
link enables us to go from SELL to TRANSACTION, where we find the
expression transaction.

Lexical Semantic Relations

The structure of the vocabulary is parasitic on the conceptual structure.
In other words, lexicalized concepts are related not only to one ancother,
but also to concepts for which there is no word-encoding in English (i.e.
non-lexicalized concepts).

Crudely, the semantic structure of the lexicon can be described as
being part of the hierarchy of intensional concepts -- the intensional
concepts that happen to be lexicalized in English. -- The structure of
English vocabulary is thus not the only principle that is reflacted in the
knowledge representation, but it is reflected. Very general concepts
like OBJECT, THING and ACTION are at the top. In this hierarchy, roles
are inherited. This corresponds to the semantic redundancy ruies of a
lexicon.

Considering the possibility of walking around in the KR and the
integration of lexicalized and non-lexicalized concepts, the KR suggests
itself as the natural place to state certain text-forming principles, some
of which have been described under the terms lexical cohesion ({8])
and Thematic Progression ( [6]).

| wili now turn to the syntactic component in figure 1-1, starting with a
brief introduction to the framework (Systemic Linguistics) that does the
same for that component as the notion of semantic net did for the
compenent just discussed.

2.2. Lexicogrammar

Systemic Linguistics stems from a British tradition and has been
developed by its founder, Michael Halliday (e.g. [7], [9], [10]) and
other systemic linguists (see e.g. 5], (4] for a presentation of Fawcett's
interesting work on developing a systemic model within a cognitive
model) for over twenty years covering many areas of linguistic concern,
inciuding studies of text, lexicogrammar, language development, and
computational applications. Systemic Grammar was ysed in SHRDLU

[15] and more recently in another important contribution, Davey's
PROTEUS (3).

The systemic tradition recognizes a fundamental principle in the
organization of language: the distinction between choice and the
structures that express (realize) choices. Choice is taken as primary
and is given special recognition in the formatization of the systemic
model of language. Consequently, a description is a specification of the
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choices a speaker can make together with statements about how he
realizes a selection he has made. This realization of a set of ¢choices is,
typicaily linear, e.g. a string of words. Each choice point is formalized as
a system (hence the name Systemic). The options open to the speaker
are two Or more features that constitute aiternatives which can' be
chosen. The preconditions for the choice are entry conditions to the
system. Entry conditions are logical expressions whose elementary
terms are features. '

All but one of the systems have non-empty entry conditions. This
causes an interdependency among the systems with the resuit that the
grammar of English forms one network of systems, which cluster when
a feature in one system is (part of) the entry condition to another
systern. This dependency gives the network depth: it starts (at its
"root”) with very generai choices. Other systems of choice depend on
them (i.e. have a feature from one of thess systems -- or a combination
of features from more than one system .. ag entry conditions) so that the
systems of choice become less general (more delicate to use the
systemic term) as we maove along in the network.

The network of systems is where the control of the grammar resides, its
non-deterministic part. Systemic grammar thus contrasts with many
other formalisms in that choice is given explicit representation and is
captured in a single rule type (systems), not distributed over the
grammar as e.g. optional ruies of different types. This property of
systemic grammar makes it a very useful component in a
text-production system, especially in the interface with semantics and in
ensuring accessibility of aiternatives.

The rest of the grammar is deterministic .. the consequences of
features chosen in the network of systems. These consequences are
formalized as feature realization statements whose task is to build the
appropriate structure.

For example, in independent indicativa sentences, English offers a
choice between deciarative and interrggative sentences. it
interroqative is chasen, this leads to a dependent system with a choice
between wh-interrogative and yes/no-interrogative. When the latter is
chosen, it is realized by havingthe FINITE verb before the SUBJECT.

Since it is the general design of the grammar that is the focus of
attention, | will not go through the algorithm for generating a sentence
as it has been implemented in NIGEL. The general observation is that
the resuits are very encouraging, aithough it is incomplete. The
algorithm generates a wide range of English structures correctly. There
have not been any serious probiems in implementing a grammar written
in the systemic notation.

Before turning to the lexico- part of lexicogrammar, | will give an
example of the toplevel structure of a sentence generated by the
grammar. (I have left out the details of the internal structure of the
constituents.)

{17 tocaTion | acTor | process BENEFICIARY |GOAL
2] SUBJECT| FINITE
[3] THEME

.................................. Smcemmsr=]|evncncamna

In the park{ Joan sold Arthur ice-cream



The structure consists of three layers of function symbols, all of which
are needed to get the resuit desired. - The structure is not only
functional (with function symbols labeling the constituents instead of
category names like Noun Phrase and Verb Phrass) but it is
multifunctional.

Each layer of function symbois shows a particular perspective on the
clause structure. Layer [1] gives the aspect of the sentencs as a
representation of our experience. The second layer structures the
sentence as interaction between the speaker and the hearer; the fact
that SUBJECT precedes FINITE signais that.the speaker is giving the
hearer information. Layer (3] represents a structuring of the clause as a
message: the THEME is its starting point. The functions are called
experiential, interpersonal and textual respectively in the systemic
framework; the function symbois are said to belong to three different
metafunctions. in the rest of the paper | will cancentrate on the
experiential metafunction, partly because it will tum out to be highly
reievant to the iexicon.

The syntactic subentry.

In the systemic tradition, the syntactic part of the lexicon is seen as a
continuation of grammar (hence the term lexicogrammar for both of
them): lexical choices are simply more detailed (delicate) than
grammatical choices (cf. [9]). The vocabulary of English can be seen
as one huge taxonomy, with Roget's Thesaurys as a very rough modei.

A taxonomic organization of the relevant part of the vocabulary of
English is intended for PENMAN, but this organization is part of the
conceptual organization mentioned above. Thers is at present no
separate lexical taxonomy.

The syntactic subentry potentiaily consists of two parts. Thers is always
the class specification -- the lexical features. This is a statement of the
grammatical potential of the lexical item, i.e. of how it can be used
grammaticaily. For sold the class specification is the following:

verd

class 10
class 02
benefactive

where “benefactive” says that soid can occur in a sentence with a
BENEFICIARY, “class 10* that it encodes a material process
(contrasting with mental, verbai and reiational processes) and “class
02" that it is a transitive verb.

In addition, there is a provision for a configurationai part, which is a
fragment of a structure the grammar can generats, more specifically the
experiential part of the grammar.5 The structure cofresponds to the top
layer (# (1)) in the example above. In referenca to this exampie, | can
make more explicit what | mean by fragment. The general point is that
(to take just one class as an example) the presence and character of
functions like ACTOR, BENEFICIARY and GOAL -- direct participants in
the avent denoted by ihe verb -- depend on the type of verb, whereas
the more circumstantial functions like LOCATION remain unaffected
and applicable to ail types of verb. Consequently, the information about
the possibility of having a LOCATION constituent is not the type of
information that has to be stated for specific lexical items. The
information given for them concems only a fragment of the experientiai
functional structure.
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The full syntactic entry for soid is:

PROCESS = verd

class 10
class 02
benefactive
ACTOR .
GOAL s

BENEFICIARY »

This says that so/d can occur in a fragment of a structure where it is
PROCESS and there can be an ACTOR, a2 GOAL and a BENEFICIARY.
The usefuiness of the structure fragment will be demonstrated in
section 4,

3. THE PROBLEM

| will now turn to the fundamental probiem of making a working system
out of the parts that have been discussed.

The probiem has two parts to it, viz.

1. the design of the system as a system with integrated parts
and

2. the implementation of the system,
I will only be concemed with the first aspect here.

The components of the system have been presented. What remains -.
and that is the problem -- is to design the missing links; to find the
strategies that will do the job of connecting the components.

Finding these strategies is a design problem in the following sense. The
strategies do not come as accessories with the frameworks we have
used (the systemic framework and the KL-ONE inspired knowledge
representation). Moreover, these two frameworks stem from two quite
disparate traditions with different sets of gbals. symbois and terms.

| will state the problem for the grammar first and then for the laxicon. As
it has been presented, the grammar runs wild and free. It is organized
around choice, to be sure, but there is nothing to reiate the choices to
the rest of the system, in particular to what we can take to be samantics.
In other words, aithough the grammar may have a part that faces
semantics .- the systam network, which, in Hailiday's words, is
semantically relevant grammar -- it does not make direct contact with
semantics. And, if we know what we want the system to encode in a
sentence, how can we indicate what goes whers, that is what a
constituent (e.g. the ACTOR) should encode?

The lexicon incorporates the problem of finding an appropriate strategy
to link the components to each other, since it cuts across component
boundaries. The semantic and syntactic subparts of a lexical entry
have been outlined, but nothing has besn said about how they should
be matched up with one another. The reason why this match is not
perfectly straightforward has to do with the fact that both sntries may be
structures (configurations) rather than singie siements. in additjon.
there are lexical reiations that have not been accounted for yet,
especially synonymy and poiysemy.

‘ni- configurationai part does not stem from the systemic tradition. but ia an
oxploration in the present design.



4. LOOKING FOR THE SOLUTIONS

4.1, Tho Grammar
Choice expsns and their domains.

The control of the grammar resides in the network of systams. Choice
axperts can be developed to handle the choices in these systems.

The idea is that there is an expert for sach system in the network and
that this expert knows what it takes to make a meaningful choice, what
the factors influencing its choice are. it has at its disposal a table which
tells it how to find the relevant pieces of information, which are
somewhere in the knowledge domain, the text pian or the reader madel.

In -other words, the part of the grammar that is related to semantics is
the part where the notion of choice is: the choice experts know about
the ssmantic consequences of the various choices in the grammar and
do the job of relating syntax to semantics.?

The recognition of different functional components of the grammar
relates to the multi-functional character of a structure in systemic
grammar | mentioned in reiation to the example /n the park Joan sold
Arthur ice-cream in saction 2.2, The organization of the sentence into
PROCESS, ACTOR, BENEFICIARY, GOAL, and LOCATIVE is an
organization the grammar imposes on our experience, and it is the
aspect of the organization of the santenca that relates to the conceptual
organization of the knowiedge domain: it is in terms of this organization
(and not e.g. SUBJECT, OBJECT, THEME and NEW INFORMATION)
that the mapping between syntax and semantics can be stated. -- The
functional diversity Halliday has provided for systemic grammar is
useful in a text-production gystem; the other functions find uses which
space does note permit a discussion of here.

Pointers from constituents.

In order for the choice experts to be able to work, they must know
where to look. Assume that we are working on in the park in our
example sentence in the park Joan sold Arthur ice-cream and that an
expert has 10 decide whether park should be definite or not. The
information about the status in the mind of the reader of the concept
corresponding 1o park in this sentence is iocated at this concept: the
trick is to associate the concept with the co'nstitueng being built. in the
example structure given earlier, in the park is both LOCATION and
THEME, only the former of which is relevant to the present probiem. The
solution is to set a pointer to the relevant extensional concept when the
function symbol LOCATION is inserted, so that LOCATION will carry the
pointer and thus make the information attached to the concept
accessible.

4.2, The lexicon and the lexical entry
| have already introduced the semantic subentry and the syntactic
Subentry. They are stated in a KL-ONE like representation and a

Systemic notation respectively. The question now is how to relate the
two.

In the knowledge representation the intemai structure of a conceptisa
configuration of roles and these roles lsad to new concepts to which the
concept s related. A syntactic structure is seen as a configuration of

%A possiie definition of the full semantics of the grammer i, 3 & result of this
approsch, “semantics = what the grammatical choice sxperts ook at”™. in the pressnt
| have fi on the knowled g only, partty because this is the arsa

10 laxical i

most
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function symbols; syntactic categories serve these functions -- in the
generation of a structure the functions lead to an entry of a part of the
network. For exampie, the function ACTOR leads to a part of the
network whose entry feature is Nominal Group just as the role AGENT
(of SELL) leads to the concept that is the filler of it. The parailei between
the two representations in this area are the fotlowing:

KNOWLEDGE REPRESENTATION  SYNTACTIC REPRESENTATION

role function

f1ller sxponent

(Where exponent denotes the entry feature into a part of the network
{e.g. Nominai Group) that the function leads t0.)

This parallel ciears the path for a strategy for reiating the semantic entry
and the syntactic entry. The strategy is in keeping with current ideas in
linguisﬁm.7 Consider the following crude entry for sold, given here as
an illustration:

Subentries:
semantic syntactic orthographic
Functions  Lexical

features

SELL- =  PROCESS = verd "soid”

concept class 10
class 02
benefactive

AGENT e ACTOR

0BJECT a GOAL

RECIPIENT =  BENEFICIARY

‘where the previously discussed semantic and syntactic subentries are
repeated and paired off against each other.

This full lexical entry makes clear the usefuiness of the second part of
the syntactic entry -- the fragment of the experiential functional
structure in which so/d can be the PROCESS.

Another piece of the total picture aiso falls into place now. The notion of
a pointer from an experiential function like BENEFICIARY in the
grammatical structure to a point in the conceptuai net was introduced
above. We can now see how this pointer may be set for individual lexical
items: it is introduced as a simple relation between a grammaticat
function symbol and & conceptual role in the lexical entry of e.g. SELL.
Since there is an Individuates link between this intensional concept and
any extensional SELL the extensional concept that is part of the
particular proposition that is being encoded grammatically, the pointer

is inherited and will point to a role in the extensional part of the

knowledge domain.

At this point, I will refer again to the figure below, whose right haif  have
already referred to as a fuyll example of a semantic subentry ("se:").

“§p:f is the spelling or orthographic subentry; “ge:" is the syntactic
subentry.

We have two configurations in the lexical entry: in the semantic
subentry the concept plus a number of roles and in the syntactic
subentry a number of grammatical functions. The match is represented

. inthe figure above by the arrows.

7‘r‘ho mechanism for mapping hes much in common with one developed for Lexical
Functional Grammar (ses e.g. {2), aithough the iaveis are not the same. The entry aiso
resembias & lexical entry in the Pan-Lexicalism fr k deveioped by Hudson in {11].




a PROCESS =

= ACTOR
= GOAL
= BENEFICIARY
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figd
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Figure 4-1: Lexical
entry for soid

All three roles of SELL have the modality "ngcessary”. This does not
dictate the grammatical possibilities. The grammar in Nigel offers a
choice between a.g. They sold many books to their customers and The
book soid weil. In the second exampie, the grammar only picks out a
subset of the roles of SELL for expression. In other words, the grammar
makes the adoption of different perspectives ;ms:sible.a | can now
return to the observation that the functional diversity Halliday has
provided for systemic grammar is useful for our purposes. The fact that
grammatical structure is muiti-layered means that thoss aspects of
grammatical structurs that are reievant ta the mapping between the two
lexical entries are identified, made expiicit (as ACTOR BENEFICIARY
etc.) and kept separate from principles of grammatical structuring that

are not directly relevant to this mapping (e.g. SUBJECT, NEW and
THEME).

In conclusion, a strategy for accounting for synonymy and polysemy
can be mentioned.

The way to capture synonymy is to allow a concept to be the semantic
subentry for two distinct orthographic entries. If the items are
syntactically identical as well, they will aiso share a syntactic subentry.
Polysemy works the other way: thers may be more than one concept for
the same syntactic subentry.

5. CONCLUSION

| have discussed a grammar and a lexicon for PENMAN in two steps.
First | looked at them as independent components .- the semantic entry,
the grammar and the syntactic entry -- and then, after identitying the
problems of integrating them into a system, | turned to strategies for
relating the grammar to the conceptual representation and the syntactic
entry to the semantic one within the lexicon.

a‘l’hcmmqydhﬂnqth‘luncumummﬁcmmuodmmmda
cancept and adopt dilferent perspectives finds many uses. 8.9. in the trestment of pairs
like duy v8. seil and give va. receive and in the for
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In the first step | introduced the KL-ONE like knowledge representation
and the systemic notation and indicated how their design features can
be put to good use in PENMAN. For instance, the distinction between
intension and extension in the knowiedge representation makes it
possible to let lexical samantics be part of the conceptuals. it was aiso
suggested that the relations SuperCategory and Individuates can be
used to find expressions for a particular concept.

The second step attempted to connect the grammar to semantics
through the notion of the choice expert, making use of a design
principle of systemic grammars where the notion of choice is taken as
basic. | pointed out the correiation between the structure of a concept
and the notion of structure in the systemic framework and showed how
the two can be matched in a lexical entry and in the generation of a
sentence, a strategy that could be adopted because of the
muiti-functional nature of structure in systemic grammars. This second
step has been at the same time an attempt to start exploring the
potential of a combination of a KL-ONE like repressntation and a
Systemic Grammar.

Although many aspects have had to be left out of the discussion, there
ars a number of issues that are of linguistic interest and significance.
The most basic one is perhaps the task itseif: designing a model where
a grammar and a lexicon can actually be made to function as more than
just structure generators. One issue reiatad to this that has been
brought up was that different parts external to the grammar find
resonance in different parts of the grammar and that there is a partial
correlation between the conceptual structure of the knowledge
represantation and the grammar and lexicon.

As was emphasized in the introduction, PENMAN is at the design stage:
there is a v'uorking sentence generator, but the other aspects of what
has been discussed have not been implemented and there is no
commitment yet to a frozen design. Naturally, a large number of
problems still await their solution, even at the levei of design and,
clearly, many of them wiil have to wait. For example, selectivity among
terms, beyond referential adeguacy, is not addressed.



In general, while noting correlations between linguistic organization
and conceptual organization, we do not want the relation to be
deterministic: part of being a good verbalizer is being able to adopt
different viewpoints -- verbalize the same knowledge in different ways.
This is clearly an. area for future research. Hopefully, ideas such as
grammars organized around choice and choice experts will prove
useful tools in working out extensions.
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