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Abstract
We have developed an approach _to nstural language
processing in which the natural language processor 1s
viewed as a knowledge-based system whose knowledge 1is
about the meanings of the utterances of its language.
The approach is oriented around the phrase rather than
the word as the basic unit. We  believe that this
paradi for language processin, not only extends the
capabilities of other natura language sygstems, but
handles those tasks that previous systems could perform
in a more systematic and extemsible manner.

We have constructed a natural lagguage analysis program
called PHRAN (PHRasal ANalyzer? based in this approach.
This model has a number of advantages over existing
systems, including the ability to understand a wider
variety of language utterances, incressed processin

speed in some cases, a clear separation of contro

structure from data structure, a knowledge base that
could be shared by a language production mechanism,
greater ease of extemsibility, and the abilit¥ to store
some useful forms of knowiedge that cannot readily bve
added to other systems.

1.0 INTRODUCTION

The problem of constructing a natural language processing
system may be viewed as_ a problem of constructing a
knowledge-based system. From ~this orientation, %he
questions to ask are the following: What sort of
knowledge does a system need about a language in order to
understand the meaning of an utterance or to produce an
utterance in that language? How can this knowledge about
one's language best be represented, organized and
utilized? Can these tasks be achieved so that the
resulting s¥stem is eas¥ to add to and modify? Moreover,
can the system be made to emulate a human language user?

Existing natural language rocessin, systems va

considerably in the kinds gf knowlegge about languagg
they possess, as well as in how this knowledge i3
represented, organized and utilized. However, most of

these systems are based on ideas about language that do
not come to grips with the fact that a natural language
processor needs a great deal of knowledge about tge
meaning of its language's utterances.

Part of the problem is that most current natural language
systems assume that the meaning of a natural language
utterance can be computed as a function of tﬁe
constituents of the utterance. The basic constituents of
utterances are assumed to be words, and all the knowledge
the system has about zhe semantics of its language is
stored at the word level ?ifnbaum et al, 1979 ?giesbeck
et al, 1975) (Wilks, 1973) (Woods, 1970}. “However, man
natural language utterances have interpretations  tha
cannot be found by examlning their components. Idioms,
canned phrases, lexical collocations, and structural
formulas are instances of large classes of language
ugzer:n%gs whoge xnterpgetatéontreq%ire knowledge about

ntire rase independe of its individual words
?Becker, 19'755’ (Mitchell, 1971).

We propose as an alternative a model of language use that
comes from viewing language processing sysatems as
knowledge-based systems that require the representation
and organization of large amounts of knowledge about what

the utterances of a language mean. Thi
following properties: guag s model has the

t. It has knowledge about the meaning of the words
of the language, but in addition, much of the
system’'s knowledge is about the meaning of
larger forms of utterances.

2. This knowledge is atored in the form of

attern-concept pairs. A pattern is a phrasal
ésnsf?ﬁET'§T’%ary1ng degrees of specificity. A
concept is a notation that represents the
meaning of the phrase. Together, this pair
associates different forms of utterances with
their meanings.

3. The knowledge about language contained in the
system is kept separate from the processing
strategles tha apply this knowledge to the
understanding and production tasks.
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The understandin component matches incoming
utterances against known patterns, and then uses
the concepts associated with the matched

patterns to represent the utterance's meaning.

component expresgses itself b

looking for concepts in the data base thaet matc

the concept it wishes to express. The phrasal
gatterns associated with these concepts are used
o generate the natural language utterance.

The production

The data-bsse of pattern-concept
by both the underatanding mec
mechanism of language production.

gai;s is shared
anism and the

Other associations besides meanings may be kept
along with a phrase. For example, a description
of the contexts in which the phrase 1is an
D
agprogriate way to express its meaning mey be
stored. A erson or situation strongly
q:sociated with the phrase may also be tied to
it.

PHRAN (PHRasal
understanding system
PHRAN reads English text
represent its meaning.
gsearches its knowledge base of pattern-concept
patterns that best interpret the text.
portion of these airs is  then wused to
meaning representation for the utterance.

ANalyzer) is a natural language
ssed on this view of language use.
and produces structures _that
As it reads an utterance, PHRAN
airs for
e concept
produce the

PHRAN has a number of advantages over previous systems:

1. The system is able to handle phragsal language

units that are awkvardlg handled by previous
systems but which are found with great frequency
in ordinary speech and common natural language
texts.

2. It is simpler to add new information to the
system because control and representation are
kegt separate. To extend the system, new

attern-concept pairs are aimply added to the
ata-base.

3. The knowledge base used b PHRAN is declerstive,
and 1is in princip%e sharable by a system for
language productiop (Such a mechanism is now
under construction). Thus adding information %o
the base should extend the capabilities of both
mechanisms.

4. Because associations other than meanings can be
stored along with phrasal units, the
identification of a hrase can rovide
contextual clues not otherwise available to
subsequent processing mechanisms.

5. The model seems to more adequately reflect the
psychological reality of human language use.

2.0 PHRASAL LANGUAGE CONSTRUCTS

BZ the term "phrasal language constructs” we refer to
those lanﬁ:age units of which the language user bhas
sgecific owledge. We cannot resent our entire
classification o these constructs here. However, our
phrasal constructs range greatly,k in flexibility., For
exampjle fixed exgres ions like” "by and lar%e , "the Big
Apple {meaning N. .C.?. and lexical collocations such as
"eye dropper” and "weak safety” allow little or no
modification; idioms like "kick the bucket" and “bury
the hatchet” allow the verb in them to agfear in various
forms; discontinuocus dependencies like look ... up"
permit varylng goeltlonal relationships of their
constituents. 11 these constructs are phrasal in that
the lanfuage user must lmow the meaning of the construct
as a whole in order to use it correctly.

In the most general case, a phrase may express the usage
of a word sense. For example, to express one usage of
the verbd kick, the phrase "<person> <kick-form> <object>”
is wused. is denotes a person followed by some verb
form inyolving kick e.g., kick, kicked, would have
kicked") followe® BY some utterance denoting an object.

Our notion of a phrasal }anguage construct is_similar to
a structural formula Fillmore, 1979). However, our
eri d ing whether a set of forms should



be accomodated by the same phrasal pattern is essentially
8 conceptual one. Since each phrasel pattern in PHRAN is
associated with a concept, if the mesnings of phrases are
different, they should be matched by dif%erent patterns.
If the surface structure of the phrases is similar and
they seem to mean the same thing, hen they should be
accomodated by one pattern.

3.0 PHRAN

PHRAN (PHRasal ANalyzer) is an English language
understanding s{stem which integrates both generative and
non-productive language abilities to provide a relatively
flexible extensible natural language understandin
feecility. PHRAN does have knowledge abou
individual words, it is not limited to such nowledge,
nor is its processing capability constresined
word-based bias.

angd
While

by a

Here are some examples of sentences PHRAN can understand:

b4 Oilmen are encouraged by the amount of o0il discovered

in the Baltimore Canyon, an undersea trough 100 m%les

off the shore of New Jersey. (Newsweek, Feb 1980

hd The young man was told to drive quickly over to
Berkeley.

* If John gives Bill the big apple then Bill won't be
hungry. .

* Willa will drive Bill to The Big Apple if she is
given twenty five dollars.

* If Mary brings John we'll go to a Chinese restaurant.

*

Willa gives me a headache.

(The previous sentences are analyzed by an uncompiled
version of HRAN on the DEC-20/4Q system at UC Lerkeley
in from 2 to 9 seconds of CPU time).

At the center of PHRAN is s knowledge base
patterns, These include literal strings such as "so’'s
your old  man"; patterns such as '<nat§onality>
restaurant”, and very general phrases such as “<persond
<give> <person> <object> .

of phrasal

Associated with each phrasal attern is @& conceptual
template. A conceptuel template is a piece BY

tation with possible references to pieces of the
associated phrasal pattern. For example, associated with
the phresal gattern <nationality> restaurant” is the
conceptual emplate denoting a restaursnt that serves
<nationality> type food; associated with the phrasal
pattern {personi> <give> <person2> <objectd is the
conceptual template that denotes & trensfer of possession
by <personi)> of <object> to <person2> from <personi>.

4.0 HOW PHRAN WORKS

4.1 Overall Algorithm
PHRAN is made up of three parts - a datgbase of
pattern-concept pairs, a set of comprehension routines,

and a routine which suggests appropriate pattern- concept

airs. PHRAN tekes as input an English sentence, and as
1t reads it from left to right, PHRAN compares the
sentence against patterns from the database. Whenever a
matching pattern is found, PHRAN interprets that part of
the sentence that metched the pattern as describing the
concept associated with the pattern in the
pattern-concept pair.

4.1.1 Overview Of Processing -
When PHRAN analyzes a sentence, it reads the words one at
a time, from 1left to right. It does just enough
morphological analysis to recognize contractions and
s"s. The pattern suggesting routine determines if any
new patterns should be tried, and PHRAN checks all the
new patterns to see if they agree with that part of the
sentence slready analyzed, discarding those that don't.
A word's meaning is determined simply by its matching &
gattern congisting of that literal word.

C X " Then a term is
ormed with the oproperties specified in the concept
associsted with the word, and this term is added to a

list PHRAN maintains. PHRAN checks if the term it just
added 5 the list completes or extends patterns that " had
alread) been partiall¥ matched by the previous terms. If
a gattern is completely matched, the terms matching tha~
pattern are removed and & new term, specified by thv
concept part of the nattern-concegt pair, 1s formed anc
replaces the terms the pattern matched.

When PHRAN finishes processing one word it reads the

next, itersting thls procedure until it reaches the end
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of a sentence. At this point, it should end up with a
single term on its ist. This term contains the
conceptualization representing the mesning of the whole

sentence.

4.1.2 Overview Cf PHRAN Patterns -

A pattern-concept pair consists of a specification of the
phrasal wunit, an associated concept, and some additional
information about how the two are related. When PHRAN
instantistes a concept, it creates an item called a term
that includes the concept as well as some additiowaT
information.

A pattern is a sequence of conditions that must hold %true
for a sequence of terms. A pattern may specify ogtional
terms tog, the place where these may appear, an what
effect ?if an their appearance wi have on the

roperties of the term formed if the pattern is matched.

or example, consider the following informal description
of one of the patterns suggested by the mention of the
verdb ‘to eat' in certain contexts.

f paftern to recognize -
{ <first term: represents a person)
<¢second term: is an active form of EAT>
<OPTIONAL third term: represents food>
term to fo

{INGEST (ACTOR <first term>)
OBJECT <third term, if present,
else FOOD>)) |
Notice that the third term is marked as optional. If it
is not present in the text, PHRAN will fill-the OBJECT

slot with a default representing generic food.

4.1.% Simple Example -

The following is a highl
processes the sentence

First the word "John" is read. = "John" matches the
pattern ccnsisting of the literal "John", and the concept
asgociated with this pattern causes a term to be formed

g simglified exsmple of how PHRAN
ohn dropped out of school”:

that represents & noun phrase and a particular male
erson named John. No other patterns were suggested.
his term is_ added on_to *CONCEPT™, the list of terms

PHRAN keeps and which will eventually contain the meaning
of the sentence. Thus *CONCEPT* looks like

< TJoumt - person, Wl >

is read next. It matches
and an agpropriate term_ is formed. The
attern sugsesting routine instructs PHRAN to, consider
ghe ‘basic patiern sssociated with the verb 'to drop’,

which is:
{ T<person> <DROP> <object>] [ ... 1}

Its initial condition is found to be satisfied by the
first term in *CONCEPT* -- this fact is stored under that
term so that succeeding ones will be checked to see if
this partieal match continues. The term that was formed
after reading “dropped is now added to the 1list.
*CONCEPT* is now

< [JOHNY - person, NP1 , TDROP - verb] >
PHRAN now checks to see if the pattern stored

"Dropped " the literal

“dropped"”,

under the

first term metches the term just added to *CONCEPT* too,
and it does. This new fact is now stored under the last
term.

Next the word "out” is read. The pettern sugggstiop
mechanism is alerted by the occurence of the verb 'dro
followed the word ’'out', and at this point it
instructs AN to comsi .r the pattern

{ l<person> <DROP> "out" "of" <schoo1l>' [ ... 1}

The list in *CONCEPT* is checked against this pattern to
see if it matches its first two terms, and since that is
the case, this fact is stored under the secord term.
term associated with ‘out’ is now added to *CONCEPT*:

< [JOEN1 - person, NP1, [DROP - verbl , [ouT! >

The two gatterns that have matched up to DROP are checked
to see if the new term extends them. This is true only
for the second petterm, afd this fact is stored under the
next term. The pattern <person> <DROP> <object>| is
discarded.

is read. A term is formed and added to
attern that matched u to OUT is
he pattern is moved to the next term.

Now the word "of"
*CONCEPT*. The
extended by OF so

The word "high”
*CONCEPT*. Now the
HIGH. It doesn't

is read and a term is formed and added to
attern under OF is comgared against
satisfy the next condition. PHRAN



reads "school”™, and the pattern routine

suggestion
presents PHRAN with two patterms:

t. § [ "high" "school™ ] [ represention denoting a
school {o 10th through 12th
graders’ f

2. { lcadjectived ¢noumd1 [ representation denotin§
noun modified by adject ve] }

Both patterns are satisfied by the previous term and this

fact "is stored under it. The new term is added to
*CONCEPT*, now:

[ . ¥p1
CRORT TuBEE T alT

The two patterns are compared againat the last term,

, Lnnop - verdb] , [ourl,,
, [ CHOOL - school, noun] >

and

both are matched. The last two terms a.e removed from
*CONCEPT*, and the patterns under OF are checked to
determine which of the two possible meanings we have
should be chosen. Patterns are suggested such “that the
more specific ones appear firaft, 8o that the more
specific interpretation will be chosen if all atterns
match equally well. Only if the second meanin i.e. a

school that is high) were explicitl specified by a
previous pattern, would it have been chosen.
and added to *CONCEPT*, which now

A term is formed

contains

< [JOHN1 - person, NP DROP - verb] , louT)
f0F1 , [HIGH-SCHOOL1 - achool, NP) >

The Battern under OF is checked against the last term in
*CONCEPT*. PHRAN finds a complete match, so all the
matched terms are removed and replaced by the concept
associated with this pattern.
*CONCEPT* now contains this concept as the final result:
< [ (SSCHOOLING (STUDENT JOHN1)
SCHO

oL HIGH-SCHOOLG%
TERMINATION PREMATURE)) ] >

4.2 Pattern-Concept Pairs In More Detail
4.2.1 The Pattern -

The pattern portion of a pattern-concept pair consists of

a sequence of predicates. These may take one of several
forms:
1. A word; which will match only a term
representing this exact word.
2. A class name (in parentheses); will match any
representin er of this class (e.g.

term g a memb
"(FCOD)" or "(PRYSICAL-OBJECT)").

*. A pair, the first element of which is a progerty
name and the second is a value; will match any
?erm haying the required value of the property

e.g. Part-Of-Speech VERB)").

In addition, we may ne§ate a condition or specify that
conjunction or disjunction of several must hold.

atterns which may bYe
the verb "give' in an

a

one of the
occurrence

is

The following
the

su%gested by
utterance:

o]

[ (PERSON) (ROOT GIVE) (PERSON) (PHYSOB)!

4.2.1.1 Optionel Parts -

To indicate the presence of optional terms, a 1list of
pattern concept-pairs is inserted into the pattern at the
afproprlate g ace. These pairs have as their first
element a su -gattern that will match the optional terms.
The second part describes how the new term to be formed
if the main pattern is found should be modified to
reflect the existence of the optional sub-pattern.

to the optional part of a

in a form slightly different from the

way we treat regular concept parts of pattern-concept

airs. As usual, it consists of gairs of expressions.

he first of each gair will be placed as is at the end of
o

The concept corresponding
pattern Es treateg

the groperties the term to be formed, and the second
will be evaluated first and then placed on that list.
For examgle, another pattern suggested when 'give' is
seen is the following:
[ (PERSON) (ROOT F VE) (PHYSOB%
(r{ro SPERSON)
0 (OPT-VAL 2 CD-FORM)) 1))
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The terms of this pattern describe a person, the verd
ive, gnd thgn some physical object. The 1last term
ribes the

optional terms, consisting of the word to
followed by a person description. Associated with thty

gattern is a concept part that specifies what to do with
he optional part if it is there. Here it specifies that
the second erm in the optional patternm should fill in

the TO slot in the conceptualization asgociated with the

whole pattern.

This particular pattern need not be a separate pattern in
PHRAN® from the one that loocks for the verb followed by
the recipient followed by the object transferred. e
often show patterns without all the alternatives that are
possible for expositional purposes. Sometimes it 1is
simpler to write the actual patterns separately, although
we attach no theoretical significance to this
disposition.

4.2.2 The Concept -

PHRAN removes the
and

terms that

When & pattern is matched
*CONCE replaces them with a new

match 1t from P4
term, as defined by the second part of the

pattern-concept air. For example, here is
attern-concept pair that may be suggested when the
eat' is encountered:

([ (PERSON) (ROOT(%%%% 23

a
verb

£§§8SB’? cp-ForM)) 1))

[P-0-S 'SENTENCE
CD-FOR? "(INGEST (ACTO§ ?ACTOR) (OBJECT ?FOOD))
ACTOR VAD ? 1 CD-FORM

FOOD 'FOO

The concept portion of this
covering an entire sentence
action of INGESTing some food '
two descriptors specify how ?o fill in variable parts of
this action. The expression (VALUE n prop ecifies tne
' rog' property of the n’'th term in the matc&ed sequence
of the gattern {not including optional terms). OPT-VAL
does the same thing with regards to a matched optional
sub-pattern. Thus the concept deacription = above
specifies that the actor of the action is to be the term
matching the first condition. The object eaten will be
either the default concept food, or, if the optional
sub-pattern was found, the term corresponding to this
sub-pattern.

pair describes a term
and whose peaning is the

(Schank. 1975). The next

Sometimes a slot in the conceptualization can be filled
by a term in_a higher level pattern of which this one is
an element. For example, when analyzing "John wanted to
a cupcake” a slight modification of the previous
pattern is used to find the meaning of "to eat a
cupcake”. Since no subject agpears in this form, the
higher level pattern specifies where it may find it.
That 4is, a pattern associated with looks like the
following:

't

specifies

eat

want”

<person> <WANT> <infinitive>]
infinitive—subjecﬁ YALUE { CD-FORM)

This that the subject of the clause following

want is the same as the subject of want.

4.3 Pattern Manipulation In More Detail

4.%.1 Reading A Word -
When a word is read PHRAN compares the patterns offered
by the pattern suggesting routine with the list *CONCEPT*
in the manner described in the example in section_ 4.1.3.
It discards patterns that conflict with *CONCEPT* and
retains the rest. Then PHRAN tries to determine which
meaning ¢f the word to choose, using the “active"
atterns (those that have matched up to the point where
HRAN has read). It checks 1if there is a particular
meaning that will match the next slot in some pattern or,
if no such definition exists, if there is a mesning that
might be the beginning of a sequence of terms whose
meaning, as determined via a pattern-concept pair, will
satisfy the next slot in one of the active patterns. If
this 1s the case, that meaning of the word is chosen.
%gherv1ge PHRAN defaults to the first of the meanings of
e word.

A new term is formed and if it satisfies the next
condition in one of these patterns, the apgropriate
gattern is moved to the pattern-list of the new term. If
he next condition in the gattern indicates that the term
specified is optional, then PHRAN checks for these
optional terms, and if it is convinced that they are not
present, it checks to see if the new term satisfies the
condition following the optional ones in the pattern.



4.3.2 A Pattern Is Matched -

When a

continues
attern-list.
ongest

pattern has been matched completely,

checking all the other patterms on
When it has finished, PHRAN will take the
attern that was matched and will consider the
concept of its pattern-concept pair to be the meaning of
the sequence. "If there are several patterns of_ the same
length that were PHRAN wil all
mesnings together.

PHRAN
the

ma tched group their

New patterns are suggested and a disambiguation process
follows, exactly as in the case of a new word being read.

For_example, the words “the big apple”, when
will have two possible meanings; one beinf a large
fruit, the other being New York Czt¥. PHRAN will check
the patterns sctive at that time to determine if one of
these two meanings satisfies the next conditiop in one of
the patterns. f so, then that measning will be chosen.
Otherwise 'a large fruit' will be the default, as it is
the first in the list of possible meanings.

recognized,

4.4 Adverbs And Adverbial Phrases
In certsin cases there is need for slightly modified
notions of pattern and concept, the most prominent
examples bezng sdverbs and adverbial phrases. Such
hrases are also recognized through the use of patterns.
owever, upon recognizing an _ adverb, PHRAN searches
within the active patterns for an action that it can
modify. When such an action is found the concept part of

the pair associated with the adverb is used to modify the
concept of the original action.

Adverbs such as
defined end can
containing various
constructs like:

John ate slovl{.

Quickly, John left the house.

John left the house quickly.

John slowly ate the epple.

John wanted slowly to eat the apple.
Some special csses of negation are handled by specific
patterns. For example, the negation of the verb want
usually is interpreted g3 meaning "want not” -
didn't want to go to school™ meang the same thing as
Mary wanted not to go_to school™. Thus PHRAN contains
the sgecifii pattern [<person> <do>  “mot"  <want
<¢inf-phrase> which is associated with  this
interpretation.

and "slowly" are currently
to modify conceptualizations
Thus PHRAN can handle

"quickly"”
be used
sctions.

4.5 Indexing And Pattern Suggestion

Retrieving the phrasal

utterance from PHRAN's
problem that we have
satisfaction.
the
and

pattern matching

knowledge Dbase is an important
not yet solved to our complete
t We find some consolation in the fact that
grobzem of indexing a largg data bagse is s neccesary
amiliar problem for all owledge based systems.

a particular

gﬁ Rﬁve tried two pattern suggestion mechanisms with

1. Keying patterns off individual words

or
previously metched patterm®s

2. ordered

sentence

Indexing patterns under
cues gotten from the
TETTerns recognized in it.

sequences of
—ondT pNrasET

The first indexing mechanism works but it
eny pattern used to recognize a phrasal expressions be
suggested by some word in  it. his is unacceptable
because it will cause +the pattern to be suggested
whenever the word it is triggered by is mentioned. The
difficulties inherent in such an indexin% scheme can be
appreciated by considering which word in the phrase "by
an lgrfe should be used to trigger it. Any choice we
make will cause the pattern to be suggested very often in
contexts when it 18 not appropriate. his form
PgRA?égqgrocessing roughly resembles ELI's et
ai, D).

We therefore developed
gatterns-concept pairs

requires that

Riesbeck

the second mechanism. The
of the database are indexed in s
ree. As words are read, the pattern suggesting
mechanism travelas down this tree, choosing ranches
according to the meanings of the words. It suggests to
PHRAN the patterns found at the nodes it has arrived at.
The list of nodes is remembered, and when the next word
ig read the routine continues to branch from them, in
addition to starting from the root. In practice, the
number of nodes in the list is rather smsell.

For example, whenever s noun-phrase

. is followed by an
active form of some verb, the

sugresting routine
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instructs PHRAN to consider the simple declarative forms
o

the verb. When e noun-phrase is followed by the verb
*to be' followed by the perfective form of some verd, the
routine instructs PHRAN to consider the passive uses of
the last verb. The phrasal pattern that will recognize
the expression b¥ and large is found et the node
reached only after seeing those three words
consecutivel In this manner this pattern will be

suggested on{§ when neccessary.

roblem with this scheme is that it does not
lend itself well to allowing contextual cues to influence
the choice of patterns PHRAN should try. This is one
area where future research will be concentrated.

The main

5.0 COMPARISON TO OTHER SYSTEMS

There are s number of other natural lengua§e processing
systems that either use some notion o patterns or
produce mesning structures es output. We contrast PHRAN
with some of these.
An exsmple of s understandin, system
fefresenta ions 38
Rieabeck, 1074).
systems that have
routines to

netursl lenguage
that produces declarstive meaning
Riesbeck's concept?al analyzer”
Riesbeck’'s sgystem and the various
descended from it) works by attaching
individusel words. These routines are generelly
responsible for building pieces of mesning
representstion. W¥hen & word is reed by the a{stem. the
routines essociated with thst word are used to build up &
meanini structure that eventually denotes the meesning of
the entire uttersnce.

While our sims are much in the spirit of Riesbeck'’s
enslyzer, we believe there are both practicsl and
theoreticsl difficulties inberent ip his approach. For
example, in Riesbeck's conceptual analyzer, specific
understanding routines are needed for each word known to
the saystem. Thus extending the system's vocebulery
requires the creetion and ‘de uﬁgin of new code. n
addition, these routines unction only in the
understanding grocesa. The knowledge they embody is
ineccessible to other mechanisms, 'in particulsr, to
production procedures.

Moreover, because Riesbeck’'s approach is word-oriented,
it is difficult +to incorporste phrassl structures into
his model. Some word of the phrase must have a routine

associated with it that checks for that phrase. At best,
this implementetion is awkward.

One of the earliest langusge understandin gystems ‘%o
incorporeste phrassl patterns is Colby's PARRY.  PARRY is
a simulation of a paranoid mental patient that contains s
netursl languege front end (Parkinson et al, 1977). It
receives a sentence as_input and snalyzes it in several
separate “steges”. In effect, PARRY replaces the input
with sentences of succeasively simpler form. In he

simplified sentence PARRY searches for pstterns, of which
there are two basic types: atterns used to interpret
the whole ?entence, and hose used on%y to interpret
parts of it (relstive clauses, for example).

For PARRY, the purpose of the natural lsnguage snalyzer
is only to translete the input into a simplified form
that & model of 2 parsnoid person may use to determine an
appropriate response. No attempt is mede to model the
snelyzer itself efter a human language user, as we are
doing, nor ere clsims made to this effect. A system
attemgting to model humen langusge sanalysis could mnot
permi several unrelsted passes, the use of & transition
network grammer to_ interpret only certain sub-strings in
the input, or s rule permitting it to simply ignore parts
of the input.

This theoretical shortcoming of PARRY - having separate
grammer rules for the complete sentence gnd for sub-parts
0 it - is shered by Hendrix's LIFER (Hendrix, 19877).
LIFER is designed to enable a datsbase to be queried

using a_subset of the English language. As is_t cage
for §ARRY, the natural 1§nguege aga §sis done by E%EER is
not meant to model humens. ether, 1ts function 1is to
translste the input into instructions snd produce a reply
as efficiently as possible, and nothing resembling a
representation of tne meening of_ _the input is ever
Tormed. T 2sourse, the purpose of LIFER is not to be the
front end of & system that understends coherent texts
and which must therefore perform subsequent inference
grocesses. While LIFER provides s workable solution to

he natursl language problem in a limited context ang
general problems of language analysis are not addresse

in that context.

SOPHTE (Burton, 197€) was designed to assist students in
leerning about simple electronic circuits. It can
conduct s dialogue with the user in a restricted subset
of the Englis language, and it uses knowledge about
petterns o speech to interpret the input. PHIE
sccepts only certain questions and instructions
concerning & few tasks. As is the csse with LIFER, the
lenguage uttersnces acceptable to the system are
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restricted to such an extent that mang natural language
processing problems need not be ealt with and other
roblems have solutions approgriate only to this context.

n addition, SOPHIE does no groduce any representation
of the meaning of the input, and it makes more than one
ass on the input ignoring unknown words, practices that

ave already been criticized.

(ATN) has
to 2id in the
for example, see

8

The augmented finite state transition network
been used by a number of researchers
analysis of natural language sentences
Woods 1970). However, most systems that use
incorporate one feature which we find objectionable on
both ~theoretical and practical rounds. This is the
separation of anelysis’ into synfactic and semantic
phases. The efficacy and psychological validity of the
separation of sgntactic and semantic processing has been
argued at length elsewhere (see Scha?lg 1975 for example}).
In addition, mogt ATN based systems (for oxample Woods'
LUNAR  program) do not produce representations, but
rather, run queries of a data base.

In contrast to the
English-French machine }yranslator does not share several
of their shortcomings (Wilks, 1973). It produces a
representation of the meanin% of an utterance, and it
attempts to deal with unrestricfed natural language. The
main difference between Wilk's system and system we
describe is that Wilks patterns are matched against
concepts mentioned in a sentence. To recognize these
concepts he attaches representations to words in a
dictionary.

The problem is that this gresup oses that there is a
simple correspondence between the form of a concept and
the form of a langusge utterance. However, it is the
fact that this correspondence is not simple that leads to
the difficulties we are addressing in our work. In fact,
since the corresgondence of words to meanings is complex,
it would agpear hat a rogram like Wilks' translator
will even uall¥ need he kind of knowledge embodied in
PHRAN to complete its analysis.

One recent attempt at natural
radically departs from

s%stems just described, Wilks'

language anslysis that
Yattern- ased approaches is Rieger
s system (Smsll, 1978). This system uses word

rather than patternas as its basic mechanism:
stem acknowledges the enormitg of the knowledge
base required for language understan ing. and progoses a
way of addressing the relevant issues. owever, the idea

experts

of utting as much information as possible wunder
individual words is about as far from our conception of
language snalysis as one can get, and we would argue,

would exemplify all the problems we have

word-based systems.

described in
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