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EXTENDED ABSTRACT**

There is renewed interest in examining the descriptive
as well as generative power of phrase structure gram-
mars. The primary motivation has come from the recent
investigations in alternatives to transformational
grammars [e.g., 1, 2, 3, 4]. We will present several
results and ideas related to phrase structure trees
which have significant relevance to computational lin-
guistics.

We want to accomplish several objectives in this paper.

1. We will give a brief survey of some recent results
and approaches by various investigators including, of
course, our own work, indicating their interrelation-
ships.

Here we will review the work related to the notion of
node admissibility starting with Chomsky, followed by
the work by McCawley, Peters and Ritchie, Joshi and
Levy, and more recent work of Gazdar.

We will also discuss other amendments to context-free
grammars which increase the descriptive power but not
the generative power. In particular, we will discuss
the notion of categories with holes as recently intro-
duced by Gazdar {3]. There is an interesting history
behind this notion. Sager's parser explicitly exploits
such a convention ard, in fact, uses it to do some co-
ordinate structure computation. We suspect that some
other parsers have this feature also, perhaps implicit-
ly. We will discuss this matter, which obviously is
of great interest to computational linguists.

2. Our work on local constraints on structural descrip-
tions, [5, 6], which is computationally relevant both

to linguistics and programming language theory, has
attracted some attention recently; however, the demon-
stration of these results has remained somewhat inac-
cessible to many due to the technicalities of the tree
automata theory. Recently, we have found a way of
providing an intuitive explanation of these results in
terms of interacting finite state machines (of the
usual kind). Besides providing an intuitive and a more
transparent explanation of our results, this approach

is computaticnally more interesting and allows us to
formulate an interesting question: How large a variable
set (i.e., the set of nonterminals) is required for a
phrase structure grammar or how much information does

a nonterminal encode? We will present this new
approach.

3. We will present some new results which extend the
"power" of local constraints without affecting the char-
acter of earlier results. In particular, we will show
that local constraints can include, besides the proper
analysis (PA) predicates and domination (&) predicates,
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more complex predicates of the following form.

(1) (PRED Ny N; ... Np) .

where Ny, No, ... N, are nonterminals mentioned in the
PA ..=.nd/oz"62 constr_~aint of the rule in which (1) appears
and FRED is a predicate which, roughly speaking, checks
for certain domination or left-of (or right-of) rela-
tionships among its arguments. Two examples of inter-
est are as follows.

(2) (CCOMAND A B Q)

CCOMMAND holds if B immediately dominates A and B domi-
nates C, not necessarily immediately. Usually the B
node is an S node.

(3) (LEFTMOSTSISTER A B)

LEFTMOSTSISTER holds if A is the leftmost sister of B.

We will show that introduction of predicates of the type
(1) do not change the character of our result on local
constraints. This extension of our earlier work has
relevance to the formulation of some long distance rules
without transformations (as well as without the use of
the categories with holes as suggested by Gazdar).

We will discuss some of the processing as well as lin-
guistic relevance of these results.

4. We will try to compare (at least along two dimen-
sions) the local constraint approach to that of Gazdar's
(specifically his use of categories with holes) and to
that of Peters' use of linked nodes (as presented
orally at Stanford recently).

The dimensions for comparison would be (a) economy of
representation, (b) proliferation of categories, by and
large semantically vacuous, and (¢) camputational rele-
vance of (a) and (b) above.

5. Compositional semantics [8] is usually context-free,
i.e., if nodes B and C are immediate descendants of
node A, then the semantics of A is a composition (de-
fined appropriately) of the semantics of B and semantics
of C. Semantics of A depends only on nodes B and C and
not on any other part of the structural description in
which A may appear. Our method of local constraints
(and to some extent Peters' use of linked nodes) opens
the possibility of defining the semantics of A not only
in terms of the semantics of B and C, but also in terms
of scme parts of the structural description in which A
appears. In this sense, the semantics will be context-
sensitive. We have achieved some success with this
approach to the semantics of programming languages. We
will discuss some of our preliminary ideas for extending
this approach to natural language, in particular, in
specifying scopes for variable binding.

6. While developing our theory of local constrains and
some other related work, we have discovered that it is
possible to characterize structural descriptions (for
phrase structure grammars) entirely in terms of trees
without any labels, i.e., trees which capture the group-
ing structure without the syntactic categories (which is
the same as the constituent structure without the node
labels [7]. This is a surprising result. This result



provides a way of determining how much "structure'
nonterminals (syntactic categories) encode and there-
fore clearly, it has computational significance.
Morecver, to the extent that the claim that natural
languages are context-free is valid, this result has
significant relevance to learnability theories,
because our result suggests that it might be possible
to "infer" a phrase structure grammar from just the
grouping structure of the input (i.e., just the
phrase bourdaries). Further, the set of structural
descriptions without labels are directly related to
the structwral descriptions of a context-free grammar;
hence, we may be able to specify "natural” syntact:.c
categories.

In sumary, we will present a selection of mathematical
results which have significant relevance to many aspects
of computational linguistics.
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