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SUMMARY 

KDS Is a computer  program w h i c h  creates 
m u l t l - p a r ~ r a p h ,  Natural  Language text f rom a compute r  
r ep r e sen t a t i on  of  knowledge  to be delivered. We have  
addressed a n u m b e r  of Issues not previous ly  encountered In 
the  gene ra t i on  of  Natural  Language st  the mul t i - sen tence  
level ,  vlz: o rder ing  among sentences and the scope of  each, 
q u a l i t y  compar i sons  be tween al ternat ive 8 ~ r e g a t i o n s  of  
s u b - s e n t e n t J a l  un i t s ,  the  coordination of communica t ion  
w i t h  n o n - l i n g u i s t i c  activit ies by • gce l -pursu in~  planner,  
end t h e  use  of  dynamic  models of  speaker and hearer  to shape 
the  t e x t  to the task  at hand. 

STATEMENT OF THE PROBLEM 

The task of  KDS is to generate English text  under  the  
f o l l o w i n g  const ra in ts :  

1. The  source  of  in format ion  Is a semantic net, hav ing  no 
a pr ior i  s t r u c t u r i n g  to facilitate the ou tpu t t lng  task. 

Th i s  r ep resen t s  the  most  elaborate performance of  KDS to 
date. 

SYSTEM DESIGN 

The KDS organization reflects our  novel paradigm: 
FRAGMENT- AND-COMPOSE. KDS decomposes the original  
n e t w o r k  in to  f r agmen t s  then orders and 8 ~ r e g a t a s  these 
accord ing  to the  dictates of the tex t -produc ing  task, not  
accord ing  to the  needs for  w h i c h  the internal  representat ion 
w a s  o r ig ina l ly  conceived. KDS has s h o w n  the  feasibi l i ty of  
t h i s  approach.  

The KDS organizat ion Is a simple pipeline: FRAGMENT, 
PLAN, FILTER, HILL-CLIMB, and OUTPUT. 

FRAGMENT t r ans fo rms  the selected port ion of  the  
s ema n t i c  net  in to  an unordered set of proposit ions w h i c h  
cor respond ,  r ough ly ,  to minimal  sentences. 

2. The  t ex t  is produced to sa t is fy  an explicit  goal held by 
t he  t ex t  genera t ing  system, w h i c h  describes a desired 
cogn i t ive  state of  the  reader. 

3. To ach ieve  the  desired state of the reader requires  more 
t h a n  a s ingle  sentence.  

R ESULTS 

This  is not the  f o r u m  for  a extensive  analysis  of o u r  
resu l t s ;  for  details, see Mann and Moore [ 1979]. However ,  to 
c o m m u n i c a t e  the  f lavor  of w h a t  ~ve have  
a c c o m p l i s h e d - - f r o m  the  mot iva t ing  goal: 

(WANTS SPEAKER 
(KNOWS HEARER 

F ldlE-ALARM-SCENE)) 

and about  t w o  pages of  formal  proposit ions describing the  
"F i r e -a l a rm scene ' ,  KDS generated the fol lowing:  

W Aeneeor there is a ]'ire, the ~arm s~jttm is started 
whic~ Jounds the a/arm bell and starts the timer. W ~ n  it b 
ninety seconds a[tor t~t timer L~ started, unless tAe o/arm 
J~$tem is cancelled it co~IS Wells Farfo. Wht~ Wells Far~ 
is called, ff CO~Is tat Fire D e p t . .  

W t)en ~ou kear tkt  o/arm bill or ~ou smell smoke, stop 
¢utr~tMng. determine mheth,r there Is a f irs  and decide to 
permit the alarm J~stem or to cancel it. When ),ou dttermine 
mketker there Is a [ire. l [  t~ere iS, permit t~t alarm S~sttm; 
otherwise cancel i t . . W ~ e n  ~ou permit the alarm syst~, c~! 
the Fire Dept. i f  possible and [oilo~ tkt  w~uat lon  
procedure. When ~ carroll tke e la te  s~)sttet, l [  it iS mote 
t~an n~ner~ seconds since the timer is started, tke alarm 
s.Tsttm e~ls Wells Fargo: ockormlse continue tmrrytldng. 

PLAN uses  goal-sensi t ive  rules  to impose an order ing on 
t h i s  set  of  f ragments .  A typical planning rule  is: 

" W h e n  convey ing  a scene in w h i c h  the hearer  is to 
i d e n t i f y  h imse l f  w i t h  one of  the actors, express  ell 
p ropos i t ions  invo lv ing  that  actor AFTER those w h i c h  
do not,  and separate these t w o  part i t ions by a 
pa rag raph  b reak ' .  

FILTER, deletes f rom the set, ell proposit ions c u r r e n t l y  
represen ted  as k n o w n  by the hearer.  

HILL-CLIMB coordinates t w o  sub-act ivi t ies:  
AGGREGATOR applies rules  to combine t w o  or three  
f r a g m e n t s  in to  a s ingle one. A typical aggregation ru le  is: 

"The t w o  f r agmen t s  'x does A' and 'x does B' can be 
c o m b i n ~ !  in to  a s ingle  f ragment :  'x does A and B'". 

PREFERENCER evaluates  each proposed n e w  f ragment ,  
p r o d u c i n g  a numer ica l  measure  of its "goodness". A typical 
p r e f e r ence  ru l e  is: 

" W h e n  in s t ruc t i ng  the hearer,  lncremm the  
a c c u m u l a t i n g  measure  by 10 for each occurrence of  
t h e  symbol  'YOU'". 

HILL-CLIMB uses  AGGREGATOR to generate n e w  candidate 
se t s  of  f r egmen t s ,  and PREFERENCER, to determine w h i c h  
n e w  set  p resen ts  the  best one-s tep improvement  over  the  
c u r r e n t  set. 

The  object ive  func t ion  of HILL-CLIMB has been 
en la rged  to also take in to  ecceunt  the COST OF FOREGONE 
OPPORTUNITIES. This  has drastically improved the init ial  
pe r fo rmance ,  s ince the  topology abounds w t t h  local maxima.  

KDS has  used, at one t ime or another ,  on the  order of  10 
p l a n n i n g  ru les ,  30 aggregation ru les  and 7 preference rules .  
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The  aggregat ion and preference rules  are d i rect ly  
ana logoua  to the  capabili t ies of l inguis t ic  eempotence and 
pe r fo rmance ,  respectively.  

OUTPUT l s a  s imple ( two pages of LISP) text  generator  
d r i v e n  by  a con tex t  f ree  grammar.  
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