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This paper addresses a prnblem
clasgification  tasks: the design
matching an instance with a set n»f
membership in such

that may arise in

of proacedures for
criteria for class
a way as '» permit the intelligen®
handling »f inexact, as well as exact matches, An
inexact match is a cnmparisnn between an instance and a
set nf criteria (or a second instance) which has the
result that some, but not all, »f the criteria described
(or exemplified) in the second are found “» be satisfied
in the first. An exact match is such a comparis»n for
which all »f the criteria nf the secnnd are found %o be
satisfied 1in the first., The approach presented in this
paper is tn transform the set »f criteria for class
membership into an exemplary instance ~f a member »f the
class, which exhibits a set ~»f characteristics whnse
presence is necessary and sufficient for membership in
that class., Use »f tnis exemplary instance during the
matching process appears Lo permit. important functions
assnciated with inexact ma%ching “» be easily performed,
and alsn <t have a beneficial effect nn the overall
efficiency »f “he matching prncess.

1. INTRODUCTION

An important crmmon element ~f many prnjects in
Artificial In%telligence is the determina*tinn »f whether
a particular instance satisfies *the criteria for

membership in a particular class. Frequently, this task

is a enmponent »f a larger o»ne involving a set of
instances, ar a set »f classes, »r bnth, This
determinatinn need not necessarily call for an exact

match between an instance
only for the '"best," or
definition of gnndness or
specification for such *asks is the capability for
efficient matching procedures; annther is the ability
to perform inexact, as well as exac*t ma*ches.

and a set »f criteria, but
"closest ," match, by some
closeness. One impnrtant

One step towards achieving efficien* matching prncedures

is t5 represent criteria for class membership in the
same way as descriptinns ~f instances, This may be done
by “ransforming the se* of criteria, through a process

of symbolic inatantiation, intn a kind »of prototypical
instance, or exemplary member 2f *%he class. This
permits the use of a simple ma"ching algnrithm, such as
one that merely checks whether required components nf
the definition of the class are also present in the
descriptinn 2f the instance. This als» permits easy
representation of mmndifications %o the definitinn,
whenever the capability nf inexact matching is desired.

Other ways ~f representing definitinons »f classes might
be needed for nther purpnses, however. For example, the
knowledge-representation language AIMDS would normally
be expected tn represent definitinns in a more cnmplex
manner, invnalving the use of pattern-directed inference
rules. These rules may be used, e.g., to identify
ineonsistencies and fill in unknown values, A
representation »f a definitinn derived thrnugh symbolic
instantiation dnes not have this wide a range of
capabilities, but it dnes appear tn »ffer advantages
nver the other representatinn fnr efficient matching and
for easy handling »f inexact matches. We might,
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therefore, like tn be able tn translate back and forth

between the twn forms nf representatinon as our needs
require.
An algorithm has been  devised for automatically

translating a definition in one »f the two directions -«
from the form using the pattern-directed inference rules
intn a simpler, symbnlically instantiated form [11].
This algnrithm has been shnwn to work correctly for any
well=formed definiticn in a clearly-defined syntactic
class [10). The use »f the symbolically instantiated
form for bnth exact and inexact matches is outlined
here; using a hand-created symbolic instantiatinon, a
run demonstrating an exact mateh is presented. The
paper cnoncludes with a discussinn nf some implications
nf this apprnach,

2. INEXACT MATCHING

The research prnject presented in this paper was
motivated by the need for determining automatically
whether a set nf facts comprising the descriptinn of a
legal case satisfies the conditinns expressed in a legal

definitinn, and, if not, in what resgpects it fails to
satisfy those conditions (8}, (9], [1w0]), {11], [13].
The need tn perform this *ask is central to a larger
prnject whnse purpose is the representation of the

definitinons »f certain legal concepts, and of decisions
based on those cnncepts.

Inexact matching arises in the legal/judicial domain
when a legal class must be assigned to the facts of the
case at hand, but when an exact match cannnt be found
between those facts and any of the definitions of
possible legal classes. In that situation, a reasonable
first-nrder approximatinn tn the way real decisions are
made may be to say that the class whose definition
nffers the "best" or " closest" match to the facts of
the case at hand is the class that shnuld be assigned to
the facts in question. That is “he apprnach taken in
the current prnject.

In additinn t» the applicatinn discussed here (the
assignment n»f an instance »f a knowledge structure %o
nne of a set of classes), inexact matching and close
relatives thereof are also found in several other
domains within cnmputa“tinnal linguistiecs. Inexact
matching %" a knowledge structure may alsn come into
play in updating a knowledge base, or in responding to
queries over a knowledge base (5], [6]. In the domain
nf syntax, an inexact matching capability makes possible
the correct interpretation »f utterances that are not
fully grammatical with respect tn the grammar being used
{71, In the domains of speech understanding and
character recognition, the ability to perform inexact
matching makes it pnssible to disregard errors caused by
such factors as noise nr carelessness of the speaker or
writer.

When an inexact match »f an instance has been
identified, the first step is tn attempt to deal with
any criteria which were not found %n be satisfied in the
instance, but were not found not tn be satisfied either
-= i.e., the unknowns. At that point, if an exact match
still has not been achieved, two modes of actinn are
possible: the modificatinn ~f the instance whose
characterization is being sought, or the modification nf
the criteria by means of which a characterization is
found . The choice between these two responses (or of
the way in which they are combined) appears to be a
functinn »f the dnmain and sometimes alsn of the
particular item in question,. In general, in the



legal/judicial domain, the facts of the case, once
determined, are fixed (unless new evidence is
introduced), but the criteria for assigning a legal

characterization to those facts may be modified.

3. IHE MATCHING OF LEGAL DEFINITIONS: A RPRELIMINARY

Because of the importance of inexact matching in the
legal/judicial domain, it is desirable to utilize a
matching procedure that permits useful functions related
to inexact matching to be performed conveniently. Such
functions include a way of easily determining all the
respects in which attempted exact matches to a
particular definition might fail, a way of easily
determining what changes to a definition would be
sufficient for an exact match with a particular case to
be permitted, and a way of ensuring that a contemplated
modification to a definition will not introduce
inconsistencies.

Two features of a representational scheme that would
appear to help in performing these functions
conveniently are

SPEC1) that the scheme permit a distination to
be made between those propositions that gust he
Lound fo ha Lrue of any instance satisfying the
definition and any other propositions that might
also be true of the instance, and

SPEC2) that the scheme permit the former set of
propositions to be expressed in a simple,
unified way, so as to reduce or even eliminate
the need for inferencing and other processing
activities when the functions outlined above are
performed .

By satisfying SPECt, we permit the propositions which
are central to the matohing process to be distinguished

from any others;
propositions to

by satisfying SPEC2, we permit ‘those
be accessed and manipulated (e.g., for
the inexact matching functions listed above) in an
efficient and straightforward manner . Thus, the
fulfillment of SPEC1 and SPEC2 significantly strengthens
our ability to perform functions central to the inexact
matching process,

A representational scheme that meets these
specifications has been designed, and an experimental
implementatinon performed. The approach used is to
precede the matching activity proper with a nne-time
preprocessing phase, during which the definitinn is
automatically transformed from the form in which it is
originally expressed into a representational scheme
which appears to be more suitable to the matching task
at hand, The transformation algorithm makes use of a
distinction between those components »f the definition
which must be found to be trus and those whose truth
either may be inferred or else is irrelevant to the
matching process., The transformation is performed by
means of a process of symbolic inatantiation of the
definition ~- the translation of the definition from a
set of criteria for satisfying the definition into an
exemplary instance of the concept itself. The
transformed definition resulting from this process
appears to meet the specifications given above.

The input to the transformation process is a definition
expressed in two parts:

COMPONENT1) a set of propositions consisting of

relations between typed variables organized in
frame form, and

COMPONENT2) a set of pattern-directed inference
rules expressing constraints on how the
propositions in COMPONENT! may be instantiated.

The propositions in COMPONENT1 include propositions that
must be found to be true of any inatance satisfying the
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Figure 1: COMPONENT! for a sample
aeginif1on.
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definition, as well as nther propnsitinons that d» not

have this quality,

The output from the transformation process that is used
for matching with an instance is a symbnlically
instantiated form of the definition called the KERNEL
atructure for the defipition. It consists snlely »f a
set of propositions expressing relatinns between
instances. These are precisely those propnsitinns whose
truth must be observed in any instance satisfying the
definition. Constraints on instantiatinn ( COMPONENT2
above) are reflected in the chonice of values for the
instances in these propositions, Thus the KERNEL
structure has the properties set forth in SPEC1 and
SPEC2 above, and its use during the matching process may
consequently be expected tn help in working with inexact

matches. For similar reasnns, use »f the KERNEL
structure appears also to permit, a significant
improvement in efficiency »f the onverall matching

process [10], [11].

The propositions input
(i.e.,, COMPONENT1)

to the transformation process
are illustrated, for the definitinn
nf a kind of corporate reorganizatinn called a
BREORGANIZATION, in Figure 1; the ares represent
relations, and the nodes represent the types n»f the
instances between which the relatinns may hnld, Several
of the pattern-directed inference rules input tn the
transformation process (COMPONENT2) for part of the same

definition are illustrated in Figure 2. The KERNEL
structure for that definition  »utput by ‘the
transformation process is illustrated in Figure 3, The

propositions shown there are the nnes whose truth is
necessary and sufficient for the definition to have
been met . Bindings constraints between nodes are
reflected in the labels of the nodes; the nodes in

Figure 3 represent instances. Thus, the two components
represented in Figures 1 and 2 are transformed, for the
purposes of matching, into the structure represented in
Figure 3.

The transformation process is described in more detail
in [10] and [11]}; [10] also contains an informal proof
that the transformation algorithm will work correctly
for all definitions in a well-defined syntactic class,

4. EXECUTION QF THE MATCHING PROCESS

Once the transformation of a definitinn has been
performed, it need never again be repeated (unless the
definition itself should change), and the compiled

KERNEL structure may be used directly whenever a set of

C(EXCHANGE %) TRANS1 (TRAWS T1)

IFF (X (TRANSFERPDR1 AGENTOF) T1)
(TRANSPROP2 OBJECTOF) T1)
(TRANSFEROR1 OLDOWMEROF) T1)
(TRANSFEPOR2 NEWOWNEROF) T1)1

C(EXCHANGE X) TRANS2 (TRANS T2)
IFF (X (TRANSFEROR2 AGENTOF) T2)
(X (TRANSPROP1 QBUECTOF) T2)
(X (TRANSFEROR2 JLDOWNERQF) T2)
(X (TRANSFEROR1 NEWOWNEROF) T2))

TRANSFEROR1 (ACTOR A)

(X (TRANSL AGENT) A}

(X (TRANSE OQLDGWNER) A)
(X (TRANS2 NEWOWNER) A)1l

€ (EXCHANGE X)
1FF

TRANSFERGR2 (ACTOR A)

(X (TRANS2 AGENT) A)

(X (TRANG2 OLDCKER) A}
{X (TRANS1 NEUOWNER) a)1

L (EXCHANGE 1)
IFF

Figure 2: A portion of COMPONENT2
for a sample definition.
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facts comprising a descriptinn »f a legal ciase i3

presented -for comparison with the definitinon,

In order to contrnl possible combinatnric difficul*ies,
the KERNEL structure is decompnsed intn a se' ~f small
netwnorks, against each of which all] substructures ~f the
same type in the case descriptinn are *ested for a
structural match (STAGE1). DMATCH [15], a functinn
written . by D. Touretzky, performed structural matching
in the experimental implementation, The hnpe is *ha*
"small networks" can be selected from “he KERNEL in such
a way that matching to any single small netwnrk will
invnlve a minimal degree onf combinatoric complexity.
For an exact match, the substructures %“hat survive
STAGE1 (and nn nthers) are then combined in all pnssible

valid ways into larger networks ~f srme degree of
increase in complexity. A structural match ~f each »f
these structures with the cnorrespnnding substructure ~f

the KERNEL is then attempted, and bindings cnrns*raints
between formerly separate comprnents 2f “he new netwnrk
are thereby tested. This process is repeated with
surviving substructures until the structural match is
conducted against the KERNEL structure itself. When *he
criterion for matching at each stage is an exact match,
as described above, the survivors of the final stage ~f
structural matching represent all and ~nly %he subcases
in the case descriptinn that wmeet *the condi*inons
expressed in the definitinn.

manner described
For this example,
T, TS),

The executinn »f the matcher in the
above is illustrated in Figure U4,
five instances of the type TRANS (Tt, T2, T3,

two instances of the type CONTROL (Ct, C2), and *wn
instances of PROPERTY (06, 09) were used. The value ~f
MAKEFULLLIST shows the survivors »f STAGE). The value
of BGO shows the single valid instance af a
BREORGANIZATION that can be created fr-m ‘these
cnmpnnents,

An inexact matching capability, nnt, currently
implemented, would determine, when at any stage a ma“ch
failed,

1) sy it had failed, and
2) how glose i*t had come “» being an exact ma*ch,

At the next stage, a combinatinn »f substructures would
be submitted for cnnsideratinn by the macher ~nly if it
had met gome criterion of proximity t» an exact match --
either on an absolute scale, or relative to the ~ther
candidates for matching. When the final stage ~f ‘the
matching prncess had been completed, that candidate (nr
those candidates) that permi%ted the mnst nearly exact
match could then be selected.

In order to perform the inexac*t matching function
outlined in the preceding paragraph, an alg-rithm for
computing distance from a exact match must. be
formulated. For the reasons given above, we anticipate
that

1) the transformation of definitinns
corresponding KERNEL
task easier, and that

into the
structures will make %that

2) once a distance algorithm has been
formulated, the use »f the KERNEL structure will
contribute to performing the inexact matching
function with efficiency and cnnceptual clarity.
5. CONCLUSIONS
The capability for the intelligent handling of inexact
matches has been shown to be an important requirement
for the representation of certain classification ‘*asks.
A procedure has been outlined whereby a set of criteria
for membership in a particular class may be transformed
into an exemplary instance of a member »f that class,
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Figure 3: The KERNEL structure for a
sample definition.

As we have seen, uss of that exemplary instance during
the matching process appears to permit important
functions associated with inexact matching to be easily
performed, and also to have a beneficial affect on the
overall efficiency of the matching process.
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