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Abstract

This paper presents a more recent literature re-
view on Natural Language Generation. In par-
ticular, we highlight the efforts for Brazilian
Portuguese in order to show the available re-
sources and the existent approaches for this
language. We also focus on the approaches
for generation from semantic representations
(emphasizing the Abstract Meaning Represen-
tation formalism) as well as their advantages
and limitations, including possible future di-
rections.

1 Introduction

Natural Language Generation (NLG) is a promis-
ing area in Natural Language Processing (NLP)
community. NLG aims to build computer sys-
tems that may produce understandable texts in En-
glish or other human languages from some under-
lying non-linguistic representation of information
(Reiter and Dale, 2000). Tools generated by this
area are useful for other applications like Auto-
matic Summarization, Question-Answering Sys-
tems, and others.

There are several efforts in NLG for English!.
For example, one may see the works of Krahmer
et al. (2003) and Li et al. (2018), which focused
on referring expressions generation, and the work
of (Gatt and Reiter, 2009), focused on developing
a surface realisation tool called SimpleNLG. One
may also easily find other works that tried to gen-
erate text from semantic representations (Flanigan
et al., 2016; Ferreira et al., 2017; Puzikov and
Gurevych, 2018b).

For Brazilian Portuguese, there are few works,
some of them focused on representations like Uni-
versal Networking Language (UNL) (Nunes et al.,
2002) or Resource Description Framework (RDF)

"Most of the works may be found in the main NLP publi-
cation portal at https://www.aclweb.org/anthology/
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(Moussallem et al., 2018), and other ones that are
very specific to the Referring Expression Gener-
ation (Pereira and Paraboni, 2008; Lucena et al.,
2010) and Surface Realisation tasks (Oliveira and
Sripada, 2014; Silva et al., 2013).

More recently, several representations have
emerged in the NLP area (Gardent et al., 2017;
Novikova et al., 2017; Mille et al., 2018). In par-
ticular, Abstract Meaning Representation (AMR)
has gained interest from the research community
(Banarescu et al., 2013). It is a semantic formal-
ism that aims to encode the meaning of a sen-
tence with a simple representation in the form of
a directed rooted graph. This representation in-
cludes information about semantic roles, named
entities, wiki entities, spatial-temporal informa-
tion, and co-references, among other information.

AMR has gained attention mainly due to its
simplicity to be read by humans and computers,
its attempt to abstract away from syntactic id-
iosyncrasies (focusing only on semantic process-
ing) and its wide use of other comprehensive lin-
guistic resources, such as PropBank (Palmer et al.,
2005) (Bos, 2016).

For English, there is a large AMR-annotated
corpus that contains 39,260 AMR-annotated sen-
tences?, which allows deeper studies in NLG and
experiments with different approaches (mainly
statistical approaches). This may be evidenced
in the SemEval-2017 shared-task 9 (May and
Priyadarshi, 2017)3.

For Brazilian Portuguese, Anchiéta and Pardo
(2018) built the first corpus using sentences from
the “The Little Prince” book. The authors took
advantage of the alignment between the English
and Brazilian Portuguese versions of the book to
import the AMR structures from one language to

2 Available at https://catalog.Idc.upenn.edu/LDC2017T10.
3 Available at http:/alt.qcri.org/semeval2017/task9/.
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another (but also performing the necessary adap-
tations). They had to use the Verbo-Brasil reposi-
tory (Duran et al., 2013; Duran and Aluisio, 2015),
which is a PropBank-like resource for Portuguese.
Nowadays, there is an effort to build a larger
AMR-annotated corpus that is similar to the cur-
rent one available for English.

In this context, this study presents a litera-
ture review on Natural Language Generation for
Brazilian Portuguese in order to show the re-
sources (in relation to semantic representations)
that are available for Portuguese and the existent
efforts in the area for this language. We focus
on the NLG approaches based on semantic repre-
sentations and discuss their advantages and limi-
tations. Finally, we suggest some future directions
to the area.

2 Literature Review

The literature review was based on the following
research questions:

e What was the focus of the existent NLG
efforts for Portuguese and which resources
were used for this language?

e What challenges exist in the NLG ap-
proaches?

e What are the advantages and limitations in
the approaches for NLG from semantic repre-
sentations, specially Abstract Meaning Rep-
resentation?

Such issues are discussed in what follows.

2.1 Natural Language Generation for
Portuguese

In general, we could find few works for Por-
tuguese (considering the existing works for En-
glish). These works focus mainly on the refer-
ring expression generation (Pereira and Paraboni,
2008; Lucena et al., 2010) and surface realiza-
tion tasks (Silva et al., 2013; Oliveira and Sri-
pada, 2014), usually restricted to specific domains
and applications (like undergraduate test scoring).
Nevertheless, there are some recent attempts fo-
cused on other tasks and in more general domains
(Moussallem et al., 2018; Sobrevilla Cabezudo
and Pardo, 2018).

Among the NLG approaches, we may highlight
the use of templates (Pereira and Paraboni, 2008;
Novais et al., 2010b), rules (Novais and Paraboni,
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2013) and language models (LM) (Novais et al.,
2010a). In general, these approaches were suc-
cessful because they were focused on restricted
domains. Specifically, template-based methods
used basic templates to build sentences. Simi-
larly, some basic rules involving noun and verbal
phrases were defined to build sentences. Finally,
LM-based methods applied a two-stage strategy to
generate sentences. This strategy consisted in gen-
erating surface realization alternatives and select-
ing the best alternative according to the language
model.

In the case of LM-based methods, we may point
out that classical LMs (based on n-grams) were
not suitable because it was necessary to use a large
corpus to deal with sparsity of data. Sparsity is a
big problem in morphologically marked languages
like Portuguese. In order to solve the sparsity of
the data, some works used Factored LMs, obtain-
ing better results than the classical LMs (de Novais
etal., 2011).

In relation to NLG from semantic representa-
tions for Portuguese, we may point out the work
of Nunes et al. (2002) (focused on Universal Lan-
guage Networking), and Moussallem et al. (2018)
(focused on ontologies). Another representation
was the one proposed by Mille et al. (2018) (based
on Universal Dependencies), which is based on
syntax instead of semantics.

In relation to NLG tools, we highlight PortNLG
(Silva et al., 2013) and SimpleNLG-BP (Oliveira
and Sripada, 2014) as surface realisers that were
based on SimpleNLG initiative (Gatt and Reiter,
2009)*. Finally, other NLG works aimed to build
NLP applications, e.g., for structured data visual-
ization and human-computer interaction purposes
(Pereira et al., 2012, 2015).

2.2 Natural Language Generation from
Semantic Representations

Recently, the number of works on NLG
from semantic representations has increased.
This increase is reflected in the shared tasks
WebNLG (Gardent et al., 2017), E2E Challenge
(Novikova et al., 2017), Semeval Task-9 (May
and Priyadarshi, 2017) and Surface Realization
Shared-Task (Belz et al., 2011; Mille et al., 2018).

In general, there is a trend to apply methods
based on neural networks. However, methods

4Speciﬁcally, SimpleNLG-BP was built using the French

version of SimpleNLG due to the similarities between both
languages.



based on templates, transformation to intermediate
representations and language models have shown
interesting results. It is also worthy noticing that
most of these methods have been applied to En-
glish, except for the methods presented in the
shared-task proposed by Mille et al. (2018).

In relation to the shared-tasks mentioned before,
we point out that the one proposed by Belz et al.
(2011) and Mille et al. (2018) (based on Univer-
sal Dependencies) used syntactic representations.
Specifically, they presented two tracks, one fo-
cused on word reordering and inflection genera-
tion (superficial track), and other that focused on
generating sentences from a deep syntactic repre-
sentation that is similar to a semantic represen-
tation (deep track). Furthermore, these tasks fo-
cused on several languages in the superficial task
(including Portuguese) and three languages in the
deep track (English, Spanish, and French).

Among the methods used for the superficial
track in these shared-tasks, we may highlight the
use of rule-based methods and language models in
the early years (Belz et al., 2011) and a wide ap-
plication of neural models in recent years (Mille
etal., 2018). In the case of the deep track, it is pos-
sible to notice that rule-based methods were ap-
plied in the first competition, and methods based
on transformation to intermediate representations
and based on neural models were applied in the
last competition.

The results in these tasks showed that ap-
proaches based on transformation to intermediate
representations obtained poor results in the auto-
matic evaluation due to the great effort in building
transformation rules for their own systems. How-
ever, they usually showed better results in human
evaluations. This may be explained by the matu-
rity of the original proposed systems. This way,
although the coverage of the rules was not good,
the results were good from a human point of view.

Differently from the approach mentioned be-
fore, methods based on neural models (deep learn-
ing) obtained the best results. However, some
methods used data augmentation strategies to deal
with data sparsity (Elder and Hokamp, 2018; So-
brevilla Cabezudo and Pardo, 2018).

One point to highlight is that the results for Por-
tuguese were poor (compared to similar languages
like Spanish). Two reasons to explain this issue are
related to the amount of data for Portuguese in this
task (less than English or Spanish) and the quality
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of the existing models for related tasks that were
used. Another point to highlight is the division of
the general task into two sub-tasks: linearisation
and inflection generation. Puzikov and Gurevych
(2018a) pointed out that there is a strong relation
between the linearisation and the inflection gener-
ation, and, thus, both sub-tasks should be treated
together.

In contrast to Puzikov and Gurevych (2018a),
(Elder and Hokamp, 2018) showed that incorpo-
rating syntax and morphological information into
neural models did not bring significant contribu-
tion in the generation process, but incorporated
more difficulty in the task.

Finally, it is important to notice the proposal of
Madsack et al. (2018), which trained linearisation
models using the dataset for each language inde-
pendently and in a joint way, using multilingual
embeddings. Although the results of this work did
not present a lot of variation when used for all lan-
guages together, this work suggests that it is pos-
sible to train systems with similar languages (for
example, Spanish and French) in order to take ad-
vantage of the syntax similarities and to overcome
the problems of lack of data.

In relation to other used representations (Gar-
dent et al., 2017; Novikova et al., 2017), a large
number of works based on deep learning strategies
were proposed, obtaining good results. However,
the use of pipeline-based methods yielded promis-
ing results regarding grammar and fluency criteria
in a joint evaluation (for RDF representation), but
these methods (which usually use rules) obtained
the worst results in the E2E Challenge.

Methods based on Statistical Machine Transla-
tion kept a reasonable performance (ranking 2nd
in RDF Shared-Task), obtaining good results when
evaluating the grammar. The explanation for this
result comes from the ability to learn complete
phrases. Thus, these methods may generate gram-
matically correct phrases, but with poor general
fluency and dissimilarity to the target output. Fi-
nally, methods based on template obtained promis-
ing results in restricted domains, like in the E2E
Challenge.

2.3 Natural Language Generation from
Abstract Meaning Representation

In relation to generation methods from Abstract
Meaning Representation, it was possible to high-
light approaches based on machine translation



(Pourdamghani et al., 2016; Ferreira et al., 2017),
on transformation to intermediate representations
(Lampouras and Vlachos, 2017; Mille et al.,
2017), on deep learning models (Konstas et al.,
2017; Song et al., 2018), and on rule extraction
(from graphs and trees) (Song et al., 2016; Flani-
gan et al., 2016).

Methods based on transformation into inter-
mediate representations focused on transforming
AMR graphs into simpler representations (usu-
ally dependency trees) and then using an appro-
priate surface realization system. Authors usually
took advantage of the similarity between depen-
dency trees and AMR graphs to map some results.
However, some problems in this approach were
the need to manually build transformation rules
(excepting for Lampouras and Vlachos (2017),
who automatically perform this) and the need of
alignments between the AMR graph and inter-
mediate representations, which could bring noise
into the generation process. Overall, this ap-
proach presented poor results (compared to other
approaches) in automatic evaluations®

Methods based on rule extraction obtained bet-
ter results than the approach mentioned previ-
ously. This approach tries to learn conversion
rules from AMR graphs (or trees) to the final text.
First methods of this approach tried to transform
the AMR graph into a tree before learning rules.
As (Song et al., 2017) mentioned, these methods
suffer with the loss of information (by not using
graphs and being restricted to trees), due to its
projective nature. Likewise, (Song et al., 2016)
and (Song et al., 2017) could suffer from the same
problem (ability to deal with non-projective struc-
tures) due to their nature to extract and apply the
learned rules. Furthermore, these methods used
some manual rules to keep the text fluency. How-
ever, these rules did not produce a statistically sig-
nificant increase in the performance, when com-
pared to learned rules.

Some problems of this approach are related to:
(1) the need of alignments between AMR graph
and the target sentence, as the aligners could lead
to more errors (depending of the performance) in
the rule extraction process; (2) the argument re-
alization modeling (Flanigan et al., 2016; Song
et al., 2016); and (3) the data sparsity in the rules,
as some rules are too specific and there is a need

SExcept for the work of Gruzitis et al. (2017), who incor-

porated the system proposed by Flanigan et al. (2016) into
their pipeline.
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to generalize them.

Methods based on Machine Translation usu-
ally outperformed other methods. Specifically,
methods based on Statistical Machines Transla-
tion (SMT) outperformed methods based on Neu-
ral Machine Translation (NMT), which use data
augmentation strategies to improve their perfor-
mance (Konstas et al.,, 2017). In general, both
SMT and NMT-based methods explored some pre-
processing strategies like delexicalisation®, com-
pression’ and graph linearisation® (Ferreira et al.,
2017)

In relation to the linearisation, the proposals
of Pourdamghani et al. (2016) and Ferreira et al.
(2017) depended on alignments to perform lineari-
sation. Both works point out that the way lineari-
sation is carried out affects performance, thus, lin-
earisation is an important preprocessing strategy
in NLG. However, Konstas et al. (2017) show that
linearisation is not that important in NMT-based
methods, as the authors propose a data augmenta-
tion strategy, decreasing the effect of the linearisa-
tion.

In relation to compression, the dependency of
alignments also occurred. Moreover, it is neces-
sary a deep analysis to determine the usefulness
of compression. On the one hand, compression
contributed positively in the SMT-based methods
but, on the other hand, it was harmful in NMT-
based methods (Ferreira et al., 2017). It is also
important to point out that both compression and
linearisation processes were executed in sequence
in these works. This could be harmful, as the order
of execution could lead to loss of information.

Finally, according to (Ferreira et al., 2017),
delexicalisation produces an increase and decrease
of performance in NMT-based and SMT-based
methods, respectively. An alternative to deal with
data sparsity is to use copy mechanisms, which
have shown performance increase in NLG meth-
ods (Song et al., 2018).

Some limitations of these methods were the
alignment dependency (similar to the previous ap-
proaches) and the linearisation of long sentences.
NMT-based methods could not represent or cap-
ture information for long sentences, producing un-

Delexicalisation aims to decrease the data sparsity by re-
placing some common tokens by constants.

"Compression tries to keep important concepts and rela-
tions in the text generation process.

8Linearisation tries to transform the graph into a sequence
of tokens.



satisfactory results.

In order to solve these problems, methods based
on neural models proposed Graph-to-Sequence
architectures to better capture information from
AMR graphs. This architecture showed better re-
sults than its predecessors, requiring less training
data (augmented data) (Beck et al., 2018).

The main difficulty associated to deep learning
is the need of large corpora to get better results.
Thus, this could be hard to get for languages like
Portuguese, as there are no large available corpora
as there are for English.

3 Conclusions and Future Directions

This work showed a more recent literature re-
view on NLG, specially those based on semantic
representations and for Brazilian Portuguese lan-
guage. As it may be seen, NLG works for Por-
tuguese were mainly focused on Referring Expres-
sion Generation and Surface Realisation. There
were a few recent works about NLG from se-
mantic representations like ontologies or Univer-
sal Dependencies (although this last one is of syn-
tactic nature), producing poor results.

Some resources for Portuguese were found (ad-
ditional to AMR-annotated corpus), as corpora for
generation from RDF (Moussallem et al., 2018)
and from Universal Dependencies (Mille et al.,
2018). This opens the possibility to explore the
use of other resources for similar tasks in order
to improve the AMR-to-Text generation. There
are also corpora for languages that are relatively
similar to Portuguese. Considering the proposal
of Madsack et al. (2018), to learn realisations
from languages that share some characteristics
with Portuguese (like French or Spanish) is a rea-
sonable alternative.

Among other strategies to deal with lack of data,
it is possible to consider Unsupervised Machine
Translation and back-translation strategies. The
first one tries to learn without parallel corpora
(these would be a corpus of AMR graphs and a
corpus of sentences). This strategy has proven to
be useful in this context (Lample et al., 2018a,b;
Freitag and Roy, 2018). In this case, it would be
necessary to extend the corpus of AMR annota-
tions, which could represent one of the challenges.
The second one aims to generate corpus in a target
language (Portuguese) from other languages (as
English) in order to increase the corpus size and
reduce the data sparseness. In this case, it is nec-
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essary to evaluate the influence of the quality of
translations and how this affects the performance
of the text generator.

Additionally to the above issue, there are cur-
rently large corpora for Portuguese (for example,
the corpus used by Hartmann et al. (2017)), which
may allow to train robust language models.

The main challenges for Portuguese are its mor-
phologically marked nature and its high syntac-
tic variation®. These challenges contribute to data
sparseness. Thus, two-stage strategies might not
be useful, producing an explosion in the search
for the best alternative. Moreover, to treat syn-
tactic ordering and inflection generation together
could lead to the introduction of more complexity
into the models. Therefore, to tackle NLG for Por-
tuguese as two separate tasks seems to be a good
alternative, reducing the complexity of the syntac-
tic ordering and treating inflection generation as a
sequence labeling problem.

Among the challenges associated to the meth-
ods found in the literature, we may highlight two:
(1) the alignment dependency, and (2) the need to
better understand the semantic representations (in
our case, the AMR graphs) to be able to deduce
how they may be syntactically and morphologi-
cally realized.

Several approaches need alignments to learn
rules and ways to linearise and compress data in
AMR graphs. This is a problem because there is
a need to manually align AMR graphs and target
sentences in order to allow the tools to learn to
align by themselves and, then, to introduce these
tools into some existent NLG pipeline. Thus, lim-
itations in the aligners may lead to errors in the
NLG pipeline. This problem could be bigger in
NLG for Portuguese as there is limited resources,
and some of these do not present alignments. To
solve this, it is possible to use approaches those
are not constrained by explicit graph-to-text align-
ments (for example, graph-to-sequence architec-
tures). Furthermore, this could help to join all the
available resources for similar tasks (i. e., cor-
pora for other semantic representations), with no
need of alignments, in a easy way and train a se-
mantic representation-independent text generation
method. However, it is necessary to measure the
usefulness of this approach, comparing it with tra-
ditional methods.

°The interested reader may find an overview

of Portuguese characteristics at  http://www.meta-
net.eu/whitepapers/volumes/portuguese.



Finally, to better understand a semantic repre-
sentation (and what it means) is very important, as
one may better learn the possible syntactic realisa-
tions and, therefore, to give a better clue of how
sentences may be morphologically constructed.
For Portuguese, there is a challenge to deal with
different semantic representations. Although the
concepts may be shared among different semantic
representations, relations are not the same, and the
decision on how to code them could generate some
problems in the NLG training.
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