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Abstract

This paper presents a new model for vi-
sual dialog, Recurrent Dual Attention Net-
work (ReDAN), using multi-step reasoning to
answer a series of questions about an im-
age. In each question-answering turn of a di-
alog, ReDAN infers the answer progressively
through multiple reasoning steps. In each step
of the reasoning process, the semantic rep-
resentation of the question is updated based
on the image and the previous dialog history,
and the recurrently-refined representation is
used for further reasoning in the subsequent
step. On the VisDial v1.0 dataset, the pro-
posed ReDAN model achieves a new state-of-
the-art of 64.47% NDCG score. Visualization
on the reasoning process further demonstrates
that ReDAN can locate context-relevant vi-
sual and textual clues via iterative refinement,
which can lead to the correct answer step-by-
step.

1 Introduction

There has been a recent surge of interest in de-
veloping neural network models capable of under-
standing both visual information and natural lan-
guage, with applications ranging from image cap-
tioning (Fang et al., 2015; Vinyals et al., 2015;
Xu et al.,, 2015) to visual question answering
(VQA) (Antol et al., 2015; Fukui et al., 2016;
Anderson et al., 2018). Unlike VQA, where the
model can answer a single question about an im-
age, a visual dialog system (Das et al., 2017a;
De Vriesetal., 2017; Das et al., 2017b) is designed
to answer a series of questions regarding an image,
which requires a comprehensive understanding of
both the image and previous dialog history.

Most previous work on visual dialog rely on at-
tention mechanisms (Bahdanau et al., 2015; Xu
et al., 2015) to identify specific regions of the im-
age and dialog-history snippets that are relevant

to the question. These attention models measure
the relevance between the query and the attended
image, as well as the dialog context. To generate
an answer, either a discriminative decoder is used
for ranking answer candidates, or a generative de-
coder is trained for synthesizing an answer (Das
et al., 2017a; Lu et al., 2017). Though promis-
ing results have been reported, these models of-
ten fail to provide accurate answers, especially in
cases where answers are confined to particular im-
age regions or dialog-history snippets.

One hypothesis for the cause of failure is the
inherent limitation of single-step reasoning ap-
proach. Intuitively, after taking a first glimpse of
the image and the dialog history, readers often re-
visit specific sub-areas of both image and text to
obtain a better understanding of the multimodal
context. Inspired by this, we propose a Recur-
rent Dual Attention Network (ReDAN) that ex-
ploits multi-step reasoning for visual dialog.

Figure la provides an overview of the model
architecture of ReDAN. First, a set of visual
and textual memories are created to store im-
age features and dialog context, respectively. In
each step, a semantic representation of the ques-
tion is used to attend to both memories, in or-
der to obtain a question-aware image represen-
tation and question-aware dialog representation,
both of which subsequently contribute to updating
the question representation via a recurrent neural
network. Later reasoning steps typically provide
a sharper attention distribution than earlier steps,
aiming at narrowing down the regions most rele-
vant to the answer. Finally, after several iterations
of reasoning steps, the refined question vector and
the garnered visual/textual clues are fused to ob-
tain a final multimodal context vector, which is fed
to the decoder for answer generation. This multi-
step reasoning process is performed in each turn
of the dialog.
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Figure 1: Model architecture and visualization of the learned multi-step reasoning strategies. In the first step, ReDAN first
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focuses on all relevant objects in the image (e.g., “boy”, “shorts”), and all relevant facts in the dialog history (e.g., “young

CLINT3

boy”, “playing tennis”, “black hair”). In the second step, the model narrows down to more context-relevant regions and dialog
context (i.e., the attention maps become sharper) which lead to the final correct answer (“yes”). The numbers in the bounding
boxes and in the histograms are the attention weights of the corresponding objects or dialog history snippets.

Figure 1b provides an illustration of the itera-
tive reasoning process. In the current dialog turn
for the question “is he wearing shorts?”, in the
initial reasoning step, the system needs to draw
knowledge from previous dialog history to know
who “he” refers to (i.e., “the young boy”), as well
as interpreting the image to rule out objects irrel-
evant to the question (i.e., “net”, “racket” and
“court”). After this, the system conducts a second
round of reasoning to pinpoint the image region
(i.e., “shorts”, whose attention weight increases
from 0.38 to 0.92 from the 1st step to the 2nd step)
and the dialog-history snippet (i.e., “playing ten-
nis at the court”, whose attention weight increased
from 0.447 to 0.569), which are most indicative of
the correct answer (“yes”).

The main contributions of this paper are three-
fold. (z) We propose a ReDAN framework
that supports multi-step reasoning for visual di-
alog. (27) We introduce a simple rank aggrega-
tion method to combine the ranking results of dis-
criminative and generative models to further boost
the performance. (ii7) Comprehensive evaluation
and visualization analysis demonstrate the effec-
tiveness of our model in inferring answers pro-
gressively through iterative reasoning steps. Our
proposed model achieves a new state-of-the-art of
64.47% NDCG score on the VisDial v1.0 dataset.

2 Related Work

Visual Dialog The visual dialog task was re-
cently proposed by Das et al. (2017a) and De Vries

et al. (2017). Specifically, Das et al. (2017a) re-
leased the VisDial dataset, which contains free-
form natural language questions and answers.
And De Vries et al. (2017) introduced the
GuessWhat?! dataset, where the dialogs provided
are more goal-oriented and aimed at object dis-
covery within an image, through a series of yes/no
questions between two dialog agents.

For the VisDial task, a typical system fol-
lows the encoder-decoder framework proposed
in Sutskever et al. (2014). Different encoder
models have been explored in previous studies,
including late fusion, hierarchical recurrent net-
work, memory network (all three proposed in Das
et al. (2017a)), early answer fusion (Jain et al.,
2018), history-conditional image attention (Lu
etal., 2017), and sequential co-attention (Wu et al.,
2018). The decoder model usually falls into
two categories: (¢) generative decoder to synthe-
size the answer with a Recurrent Neural Network
(RNN) (Das et al., 2017a); and (i7) discriminative
decoder to rank answer candidates via a softmax-
based cross-entropy loss (Das et al., 2017a) or a
ranking-based multi-class N-pair loss (Lu et al.,
2017).

Reinforcement Learning (RL) was used in Das
et al. (2017b); Chattopadhyay et al. (2017) to train
two agents to play image guessing games. Lu et al.
(2017) proposed a training schema to effectively
transfer knowledge from a pre-trained discrimina-
tive model to a generative dialog model. Gen-
erative Adversarial Network (Goodfellow et al.,
2014; Yu et al., 2017b; Li et al., 2017) was also
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used in Wu et al. (2018) to generate answers indis-
tinguishable from human-generated answers, and
a conditional variational autoencoder (Kingma
and Welling, 2014; Sohn et al., 2015) was devel-
oped in Massiceti et al. (2018) to promote answer
diversity. There were also studies investigating
visual coreference resolution, either via attention
memory implicitly (Seo et al., 2017) or using a
more explicit reasoning procedure (Kottur et al.,
2018) based on neural module networks (Andreas
et al., 2016). In addition to answering questions,
question sequence generation is also investigated
in Jain et al. (2018); Massiceti et al. (2018).

For the GuessWhat?! task, various methods
(such as RL) have been proposed to improve
the performance of dialog agents, measured by
task completion rate as in goal-oriented dia-
log system (Strub et al., 2017; Shekhar et al.,
2018; Strub et al., 2018; Lee et al., 2018; Zhang
et al., 2018). Other related work includes image-
grounded chitchat (Mostafazadeh et al., 2017),
dialog-based image retrieval (Guo et al., 2018),
and text-only conversational question answer-
ing (Reddy et al., 2018; Choi et al., 2018). A re-
cent survey on neural approaches to dialog model-
ing can be found in Gao et al. (2018).

In this work, we focus on the VisDial task. Dif-
ferent from previous approaches to visual dialog,
which all used a single-step reasoning strategy, we
propose a novel multi-step reasoning framework
that can boost the performance of visual dialog
systems by inferring context-relevant information
from the image and the dialog history iteratively.

Multi-step Reasoning The idea of multi-step
reasoning has been explored in many tasks, in-
cluding image classification (Mnih et al., 2014),
text classification (Yu et al., 2017a), image gen-
eration (Gregor et al., 2015), language-based im-
age editing (Chen et al., 2018), Visual Question
Answering (VQA) (Yang et al., 2016; Nam et al.,
2017; Hudson and Manning, 2018), and Machine
Reading Comprehension (MRC) (Cui et al., 2017;
Dhingra et al., 2017; Hill et al., 2016; Sordoni
et al., 2016; Shen et al., 2017; Liu et al., 2018).
Specifically, Mnih et al. (2014) introduced an
RNN for image classification, by selecting a se-
quence of regions adaptively and only processing
the selected regions. Yu et al. (2017a) used an
RNN for text classification, by learning to skip
irrelevant information when reading the text in-
put. A recurrent variational autoencoder termed

DRAW was proposed in Gregor et al. (2015) for
multi-step image generation. A recurrent atten-
tive model for image editing was also proposed
in Chen et al. (2018) to fuse image and language
features via multiple steps.

For VQA, Stacked Attention Network
(SAN) (Yang et al.,, 2016) was proposed to
attend the question to relevant image regions
via multiple attention layers. For MRC, Rea-
soNet (Shen et al.,, 2017) was developed to
perform multi-step reasoning to infer the answer
span based on a given passage and a question,
where the number of steps can be dynamically
determined via a termination gate.

Different from SAN for VQA (Yang et al,
2016) and ReasoNet for MRC (Shen et al., 2017),
which reason over a single type of input (either
image or text), our proposed ReDAN model in-
corporates multimodal context that encodes both
visual information and textual dialog. This mul-
timodal reasoning approach presents a mutual en-
hancement between image and text for a better un-
derstanding of both: on the one hand, the attended
image regions can provide additional information
for better dialog interpretation; on the other hand,
the attended history snippets can be used for bet-
ter image understanding (see the dotted red lines
in Figure 2).

Concurrent Work We also include some con-
current work for visual dialog that has not
been discussed above, including image-question-
answer synergistic network (Guo et al., 2019), re-
cursive visual attention (Niu et al., 2018), factor
graph attention (Schwartz et al., 2019), dual atten-
tion network (Kang et al., 2019), graph neural net-
work (Zheng et al., 2019), history-advantage se-
quence training (Yang et al., 2019), and weighted
likelihood estimation (Zhang et al., 2019).

3 Recurrent Dual Attention Network

The visual dialog task (Das et al., 2017a) is
formulated as follows: given a question @
grounded in an image I, and previous dialog
history (including the image caption C) Hy =
{C,(Q1, A1), -+, (Qu-1,Ar—1)} (£ is the current
dialog turn) as additional context, the goal is to
generate an answer by ranking a list of NV candi-
date answers A, = {Aél), e ,AéN)}.

Figure 2 provides an overview of the Recurrent
Dual Attention Network (ReDAN). Specifically,
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Figure 2: Model Architecture of Recurrent Dual Attention Network for visual dialog. Please see Sec. 3 for details.

ReDAN consists of three components: (i) Mem-
ory Generation Module (Sec. 3.1), which gener-
ates a set of visual and textual memories to pro-
vide grounding for reasoning; (i7) Multi-step Rea-
soning Module (Sec. 3.2), where recurrent dual at-
tention is applied to jointly encode question, im-
age and dialog history into a multimodal context
vector for decoding; and (iit) Answer Decoding
Module (Sec. 3.3), which derives the final answer
for each question based on the multimodal con-
text vector. The following sub-sections describe
the details of these components.

3.1 Memory Generation Module

In this module, the image I and the dialog history
H, are transformed into a set of memory vectors
(visual and textual).

Visual Memory We use a pre-trained Faster R-
CNN (Ren et al., 2015; Anderson et al., 2018) to
extract image features, in order to enable atten-
tion on both object-level and salient region-level,
each associated with a feature vector. Compared
to image features extracted from VGG-Net (Si-
monyan and Zisserman, 2014) and ResNet (He
et al., 2016), this type of features from Faster R-
CNN has achieved state-of-the-art performance in
both image captioning and VQA (Anderson et al.,
2018; Teney et al., 2018) tasks. Specifically, the
image features F; for a raw image [ are repre-
sented by:

F; = R-CNN(I) € RW*M | (1)

where M = 36 is the number of detected objects
in an image', and ny = 2048 is the dimension
of the feature vector. A single-layer perceptron is
used to transform each feature into a new vector
that has the same dimension as the query vector
(described in Sec. 3.2):

M, = tanh(W;F;) € R">*M )

where W € R"*"f_ All the bias terms in this
paper are omitted for simplicity. M, is the visual
memory, and its m-th column corresponds to the
visual feature vector for the region of the object
indexed by m.

Textual Memory In the /¢-th dialogue turn,
the dialog history H, consists of the caption C
and ¢ — 1 rounds of QA pairs (Q;,A4;) (j =
1,...,¢£ — 1). For each dialog-history snip-
pet j (the caption is considered as the first one
with j = 0), it is first represented as a matrix
M = nS) . YY) ] e RmrK via a bidirec-
tional Long Short-Term Memory (BiLSTM) net-
work (Hochreiter and Schmidhuber, 1997), where
K is the maximum length of the dialog-history
snippet. Then, a self-attention mechanism is ap-
plied to learn the attention weight of every word
in the snippet, identifying the key words and rul-
ing out irrelevant information. Specifically,

— T ()
w; = softmax(p,, - tanh(W;,M;"")),
— T
uj = w; - (M), 3)
"We have also tried using an adaptive number of detected

objects for an image. Results are very similar to the results
with M = 36.
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where w; € RY>E p e Rw*Xl W, ¢
R X7 and u; € RX"™. After applying the
same BiLSTM to each dialog-history snippet, the
textual memory is then represented as My =
Wl ... ,ul |] € Rmxt,

3.2 Multi-step Reasoning Module

The multi-step reasoning framework is imple-
mented via an RNN, where the hidden state s;
represents the current representation of the ques-
tion, and acts as a query to retrieve visual and
textual memories. The initial state sq is a self-
attended question vector q. Let v; and d; de-
note the attended image representation and dialog-
history representation in the ¢-th step, respectively.
A one-step reasoning pathway can be illustrated as
st — vy — dy — S¢y1, which is performed T'
times. Details are described below.

Self-attended  Question Similar to  tex-
tual memory construction, a question
(the subscript ¢ for )y is omitted to reduce
confusion) is first represented as a matrix
M, = [qo, - - > qrr_1] € R™*X viaa BILSTM,
where K’ is the maximum length of the question.
Then, self attention is applied,

a = softmax(pl, - tanh(W,M,)), q = anT,

where @ € R™>K' p € R™*! and W, ¢
R X"k g € R1*™ then serves as the initial hid-
den state of the RNN, i.e., sop = q.

The reasoning pathway s; — v — d; — Sq1
includes the following steps: (i) (8¢, di—1) — v
(27) (St, ’Ut) — dt; and (777) (’Ut, dt) — St+1-

Query and History Attending to Image Given
s; and the previous attended dialog history repre-
sentation dy_1 € R we update v, as follows:

8= softmax(pg -tanh(W,M, + Ws! + Wadl ,)),
ve=F-My, “
where B8 € RIXM,pﬁ e R»*1 W, €
R™>mh W € R™ ™ and Wy € R™*":_ The
updated vy, together with s, is used to attend to
the dialog history.

Query and Image Attending to History Given
s; € R1*™ and the attended image representation
vy € R™ we update d; as follows:

vy = softmax(pz - tanh(W,My + W.s! + W, v7)),
dy=v-Mg, )

where v € RM™ p e RWI W, €

R™ X W, € R™ ™ and W), € R™>",
The updated d; is fused with v; and then used to
update the RNN query state.

Multimodal Fusion Given the query vector sy,
we have thus far obtained the updated image repre-
sentation v; and the dialog-history representation
d;. Now, we use Multimodal Factorized Bilinear
pooling (MFB) (Yu et al., 2017c) to fuse v; and d;
together. Specifically,

z; = SumPooling(U,v?! o Ugd! k),  (6)

zo = sign(z,) |z, 2z = 2{ /||=zl], (D
where U,, € R™k>*7 U, € R™**" The func-
tion SumPooling(x, k) in (6) means using a one-
dimensional non-overlapped window with the size
k to perform sum pooling over . (7) performs
power normalization and ¢ normalization. The
whole process is denoted in short as:

2y = MFB(vy, dy) € R 8)

There are also other methods for multimodal fu-
sion, such as MCB (Fukui et al.,, 2016) and
MLB (Kim et al., 2017). We use MFB in this pa-
per due to its superior performance in VQA.

Image and History Updating RNN State The
initial state sg is set to g, which represents the ini-
tial understanding of the question. The question
representation is then updated based on the current
dialogue history and the image, via an RNN with
Gated Recurrent Unit (GRU) (Cho et al., 2014):

St+1 = GRU(St, Zt) . (9)

This process forms a cycle completing one reason-
ing step. After performing 7' steps of reasoning,
multimodal fusion is then used to obtain the final
context vector:

C = [MFB(ST, ’UT), MFB(ST, dT), MFB(’UT, dT)] .
(10)

3.3 Answer Decoding Module

Discriminative Decoder The context vector c is
used to rank answers from a pool of candidates
A (the subscript ¢ for A, is omitted). Similar to
how we obtain the self-attended question vector
in Sec. 3.2, a BiLSTM, together with the self-
attention mechanism, is used to obtain a vector
representation for each candidate A; € A, result-
ing in a; € R, for j = 1,...,N. Based
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on this, a probability vector p is computed as
p = softmax(s), where s € R, and s[j] = ca;r.
During training, ReDAN is optimized by minimiz-
ing the cross-entropy loss” between the one-hot-
encoded ground-truth label vector and the proba-
bility distribution p. During evaluation, the an-
swer candidates are simply ranked based on the

probability vector p.

Generative Decoder Besides the discriminative
decoder, following Das et al. (2017a), we also con-
sider a generative decoder, where another LSTM is
used to decode the context vector into an answer.
During training, we maximize the log-likelihood
of the ground-truth answers. During evaluation,
we use the log-likelihood scores to rank answer
candidates.

Rank Aggregation Empirically, we found that
combining the ranking results of discriminative
and generative decoders boosts the performance a
lot. Two different rank aggregation methods are
explored here: (7) average over ranks; and (¢7) av-
erage over reciprocal ranks. Specifically, in a di-
alog session, assuming 71, ..., 7T represents the
ranking results obtained from K trained models
(either discriminative, or generative). In the first
method, the average ranks % Zszl T} are used to
re-rank the candidates. In the second one, we use
the average of the reciprocal ranks of each individ-
ual model 7 S 1/, for re-ranking.

4 Experiments

In this section, we explain in details our experi-
ments on the VisDial dataset. We compare our
ReDAN model with state-of-the-art baselines, and
conduct detailed analysis to validate the effective-
ness of our proposed model.

4.1 Experimental Setup

Dataset We evaluate our proposed approach
on the recently released VisDial v1.0 dataset®.
Specifically, the training and validation splits from
v0.9 are combined together to form the new
training data in v1.0, which contains dialogs on
123,287 images from COCO dataset (Lin et al.,
2014). Each dialog is equipped with 10 turns, re-
sulting in a total of 1.2M question-answer pairs.

2We have also tried the N-pair ranking loss used in Lu
et al. (2017). Results are very similar to each other.

*As suggested in https://visualdialog.org/
data, results should be reported on v1.0, instead of v0.9.

An additional 10,064 COCO-like images are fur-
ther collected from Flickr, of which 2,064 im-
ages are used as the validation set (val v1.0), and
the rest 8K are used as the test set (test-std v1.0),
hosted on an evaluation server* (the ground-truth
answers for this split are not publicly available).
Each image in the val v1.0 split is associated with
a 10-turn dialog, while a dialog with a flexible
number of turns is provided for each image in test-
std v1.0. Each question-answer pair in the VisDial
dataset is accompanied by a list of 100 answer can-
didates, and the goal is to find the correct answer
among all the candidates.

Preprocessing We truncate captions/questions/
answers that are longer than 40/20/20 words, re-
spectively. And we build a vocabulary of words
that occur at least 5 times in train v1.0, resulting
in 11,319 words in the vocabulary. For word em-
beddings, we use pre-trained GloVe vectors (Pen-
nington et al., 2014) for all the captions, questions
and answers, concatenated with the learned word
embedding from the BiLSTM encoders to further
boost the performance. For image representation,
we use bottom-up-attention features (Anderson
et al., 2018) extracted from Faster R-CNN (Ren
et al., 2015) pre-trained on Visual Genome (Kr-
ishna et al., 2017). A set of 36 features is cre-
ated for each image. Each feature is a 2048-
dimentional vector.

Evaluation Following Das et al. (2017a), we
use a set of ranking metrics (Recall@k for k =
{1,5,10}, mean rank, and mean reciprocal rank
(MRR)), to measure the performance of retrieving
the ground-truth answer from a pool of 100 can-
didates. Normalized Discounted Cumulative Gain
(NDCGQG) score is also used for evaluation in the
visual dialog challenge 2018 and 2019, based on
which challenge winners are picked. Since this re-
quires dense human annotations, the calculation of
NDCQG is only available on val v1.0, test-std v1.0,
and a small subset of 2000 images from train v1.0.

Training details All three BILSTMs used in the
model are single-layer with 512 hidden units. The
number of factors used in MFB is set to 5, and
we use mini-batches of size 100. The maxi-
mum number of epochs is set to 20. No dataset-
specific tuning or regularization is conducted ex-
cept dropout (Srivastava et al., 2014) and early

*nttps://evalai.cloudcv.org/web/
challenges/challenge-page/l61l/overview
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[ Model [ NDCG MRR R@l R@5 R@I0 Mean |
MN-D (Das et al., 2017a) 55.13 6042 46.09 78.14  88.05 4.63
HCIAE-D (Luetal, 2017) | 57.65 6296 4894 8050 89.66 4.24
CoAtt-D (Wu et al., 2018) 57.72 6291 4886 8041 89.83 4.21
ReDAN-D (T'=1) 5849 6335 4947 80.72 90.05  4.19
ReDAN-D (1'=2) 59.26 6346 49.61 80.75 89.96 4.15
ReDAN-D (T'=3) 59.32 6421 50.60 8139 90.26  4.05

[ Ensemble of 4 [ 60.53 6530 51.67 8240 91.09 3.82 ]

Table 1: Comparison of ReDAN with a discriminative decoder to state-of-the-art methods on VisDial v1.0 validation set.
Higher score is better for NDCG, MRR and Recall@k, while lower score is better for mean rank. All these baselines are
re-implemented with bottom-up features and incorporated with GloVe vectors for fair comparison.

[ Model [ NDCG MRR R@l R@5 R@I0 Mean |
MN-G (Das et al., 2017a) 56.99 47.83 38.01 5749 64.08 18.76
HCIAE-G (Lu et al., 2017) 59.70 49.07 39.72 5823 64.73 18.43
CoAtt-G (Wu et al., 2018) 59.24 49.64 40.09 59.37 65.92 17.86
ReDAN-G (T'=1) 59.41 4960 3995 59.32  65.97 17.79
ReDAN-G (T'=2) 60.11 4996 4036 59.72  66.57 17.53
ReDAN-G (T'=3) 60.47 50.02 40.27 5993 66.78 17.40

[ Ensemble of 4 [ 61.43 50.41 4085 60.08 67.17 17.38 ]

Table 2: Comparison of ReDAN with a generative decoder to state-of-the-art generative methods on VisDial val v1.0. All the
baseline models are re-implemented with bottom-up features and incorporated with GloVe vectors for fair comparison.

stopping on validation sets. The dropout ratio is
0.2. The Adam algorithm (Kingma and Ba, 2014)
with learning rate 4 x 10~ is used for optimiza-
tion. The learning rate is halved every 10 epochs.

4.2 Quantitative Results

Baselines We compare our proposed ap-
proach with state-of-the-art models, including
Memory Network (MN) (Das et al., 2017a),
History-Conditioned Image Attentive Encoder
(HCIAE) (Lu et al., 2017) and Sequential Co-
Attention model (CoAtt) (Wu et al., 2018). In
their original papers, all these models used VGG-
Net (Simonyan and Zisserman, 2014) for image
feature extraction, and reported results on VisDial
v0.9. Since bottom-up-attention features have
proven to achieve consistently better performance
than VGG-Net in other tasks, we re-implemented
all these models with bottom-up-attention fea-
tures, and used the same cross-entropy loss for
training. Further, unidirectional LSTMs are used
in these previous baselines, which are replaced by
bidirectional LSTMs with self-attention mecha-
nisms for fair comparison. All the baselines are
also further incorporated with pre-trained GloVe
vectors. We choose the best three models on
VisDial v0.9 as the baselines:

e MN (Das et al., 2017a): (¢) mean pooling is
performed over the bottom-up-attention fea-
tures for image representation; (¢7) image and
question attend to the dialog history.

e HCIAE (Luetal., 2017): () question attends
to dialog history; (%) then, question and the
attended history attend to the image.

o CoAtt (Wu et al., 2018): () question attends
to the image; (¢7) question and image attend
to the history; (¢¢7) image and history attend
to the question; (¢v) question and history at-
tend to the image again.

Results on VisDial val v1.0 Experimental re-
sults on val v1.0 are shown in Table 1. “-D” de-
notes that a discriminative decoder is used. With
only one reasoning step, our ReDAN model al-
ready achieves better performance than CoAtt,
which is the previous best-performing model. Us-
ing two or three reasoning steps further increases
the performance. Further increasing the number of
reasoning steps does not help, thus results are not
shown. We also report results on an ensemble of 4
ReDAN-D models. Significant improvement was
observed, boosting NDCG from 59.32 to 60.53,
and MRR from 64.21 to 65.30.

In addition to discriminative decoders, we also
evaluate our model with a generative decoder.
Results are summarized in Table 2. Similar
to Table 1, ReDAN-G with 7=3 also achieves
the best performance. It is intuitive to observe
that ReDAN-D achieves much better results than
ReDAN-G on MRR, R@Fk and Mean Rank, since
ReDAN-D is a discriminative model, and utilizes
much more information than ReDAN-G. For ex-
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Q: what is the woman wearing?
A: a white light jacket, white t shirt, shorts
-

2 e €

(Left) 2 step reasoning

(Right) 3 step reasoning

Figure 3: Visualization of learned attention maps in multiple reasoning steps.

[ Model Ens. Method | NDCG  MRR  R@1 R@5 R@I0 Mean |
4 Dis. Average 60.53  65.30 51.67 8240 91.09 3.82
4 Gen. Average 61.43 50.41 40.85 60.08 67.17 17.38
1 Dis. + 1 Gen. Average 63.85 53,53 42.16 6543 74.36 9.00
1 Dis. + 1 Gen. Reciprocal 63.18 59.03 4233 78.71 88.13 4.88
4 Dis. + 4 Gen. Average 65.13  54.19 4292 66.25 74.88 8.74
4 Dis. + 4 Gen. Reciprocal 64.75 6133 4552 80.67 89.55 441
[ ReDAN+ (Diverse Ens.) Average [ 67.12 5677 4465 6947 7990 596 ]

Table 3: Results of different rank aggregation methods. Dis. and Gen. is short for discriminative and generative model,

respectively.

ample, ReDAN-D uses both positive and nega-
tive answer candidates for ranking/classification,
while ReDAN-G only uses positive answer can-
didates for generation. However, interestingly,
ReDAN-G achieves better NDCG scores than
ReDAN-D (61.43 vs 60.53). We provide some de-
tailed analysis in the question-type analysis sec-
tion below.

4.3 Qualitative Analysis

In addition to the examples illustrated in Fig-
ure 1b, Figure 3 provide six more examples to vi-
sualize the learned attention maps. The associated
dialog histories are omitted for simplicity. Typi-
cally, the attention maps become sharper and more
focused throughout the reasoning process. During
multiple steps, the model gradually learns to nar-
row down to the image regions of key objects rel-
evant to the questions (“laptops”, “stove”, “sneak-
ers”, “hat”, “dog’s eyes” and “woman’s clothes”).
For instance, in the top-right example, the model
focuses on the wrong region (“man”) in the Ist
step, but gradually shifts its focus to the correct
regions (“dog’s eyes”) in the later steps.

4.4 Visual Dialog Challenge 2019

Now, we discuss how we further boost the perfor-
mance of ReDAN for participating Visual Dialog

Challenge 2019°.

Rank Aggregation As shown in Table 1 and 2,
ensemble of discriminative or generative models
increase the NDCG score to some extent. Empir-
ically, we found that aggregating the ranking re-
sults of both discriminative and generative models
readily boost the performance. Results are sum-
marized in Table 3. Combining one discrimina-
tive and one generative model already shows much
better NDCG results than ensemble of 4 discrim-
inative models. The ensemble of 4 discriminative
and 4 generative models further boosts the per-
formance. It is interesting to note that using av-
erage of the ranks results in better NDCG than
using reciprocal of the ranks, though the recip-
rocal method achieves better results on the other
metrics. Since NDCG is the metric we mostly
care about, the method of averaging ranking re-
sults from different models is adopted.

Finally, we have tried using different image fea-
ture inputs, and incorporating relation-aware en-
coders (Li et al., 2019) into ReDAN to further
boost the performance. By this diverse set of en-
sembles (called ReDAN+), we achieve an NDCG
score of 67.12% on the val v1.0 set.

Shttps://visualdialog.org/challenge/
2019
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Model [ NDCG

MRR R@1 R@5 R@I0 Mean |

ReDAN+ (Diverse Ens.) 64.47 53773 4245 64.68 75.68  6.63
ReDAN (1 Dis. + 1 Gen.) 61.86 53.13 4138 66.07 7450 8091
DAN (Kang et al., 2019) 5936 6492 5128 81.60 90.88 3.92
NMN (Kottur et al., 2018) 58.10 58.80 44.15 76.88 86.88 4.1
Sync (Guo et al., 2019) 57.88 6342 4930 80.77 90.68 3.97
HACAN (Yang et al., 2019) 57.17 6422 50.88 80.63 89.45 4.20
FGA'? 57.13 6925 55.65 86.73  94.05 3.14
USTC-YTH?! 5647 6144 47.65 78.13 87.88  4.65
RvA (Niu et al., 2018) 5559 63.03 49.03 8040 89.83 4.18
MS ConvAI* 5535 6327 4953 8040 89.60  4.15
CorefNMN (Kottur et al., 2018) | 54.70  61.50 47.55 78.10 88.80 4.40
FGA (Schwartz et al., 2019) 5446  67.25 5340 8528 9270 354
GNN (Zheng et al., 2019) 52.82 6137 4733 7798 87.83 457
LF-Att w/ bottom-up' 51.63 6041 46.18 77.80 87.30 4.75
LF-Att 49.76  57.07 4208 74.83 85.05 541
MN-Attt 49.58 5690 4243 7400 84.35 5.59
MN? 47.50 5549 4098 7230 8330 592
HRE? 4546 5416 3993 7045 8150 641
LF} 4531 5542 4095 7245 8283 595

Table 4: Comparison of ReDAN to state-of-the-art visual dialog models on the blind test-std v1.0 set, as reported by
the test server. (f) taken from https://evalai.cloudcv.org/web/challenges/challenge-page/161/

leaderboard/483. (}) taken from https://evalai.c
103/leaderboard/298.

loudcv.org/web/challenges/challenge-page/

[ Question Type [ AIl | Yes/no Number Color Others |

[ Percentage [ 100% | 75%

3% 11% 11% ]

Dis. 59.32 | 60.89

Gen. 60.42 | 63.49

4 Dis. +4 Gen. | 65.13 | 68.04
ReDAN+ 67.12 | 69.49

44.47 58.13  52.68
41.09 52.16  51.45
46.61 5749 5750
50.10 62.70  58.50

Table 5: Question-type analysis of the NDCG score

Results on VisDial test-std v1.0 We also evalu-
ate the proposed ReDAN on the blind test-std v1.0
set, by submitting results to the online evaluation
server. Table 4 shows the comparison between our
model and state-of-the-art visual dialog models.
By using a diverse set of ensembles, ReDAN+ out-
performs the state of the art method, DAN (Kot-
tur et al., 2018), by a significant margin, lifting
NDCG from 59.36% to 64.47%.

Question-Type Analysis We further perform
a question-type analysis of the NDCG scores
achieved by different models. We classify ques-
tions into 4 categories: Yes/no, Number, Color,
and Others. As illustrated in Table 5, in terms
of the NDCG score, generative models performed
better on Yes/no questions, while discriminative
models performed better on all the other types
of questions. We hypothesize that this is due to
that generative models tend to ranking short an-
swers higher, thus is beneficial for Yes/no ques-
tions. Since Yes/no questions take a majority of
all the questions (75%), the better performance of
generative models on the Yes/no questions trans-
lated into an overall better performance of gen-
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achieved by different models on the val v1.0 set.

erative models. Aggregating the ranking results
of both discriminative and generative models re-
sults in the mutual enhancement of each other, and
therefore boosting the final NDCG score by a large
margin. Also, we observe that the Number ques-
tions are most difficult to answer, since training a
model to count is a challenging research problem.

5 Conclusion

We have presented Recurrent Dual Attention Net-
work (ReDAN), a new multimodal framework for
visual dialog, by incorporating image and dialog
history context via a recurrently-updated query
vector for multi-step reasoning. This iterative rea-
soning process enables model to achieve a fine-
grained understanding of multimodal context, thus
boosting question answering performance over
state-of-the-art methods. Experiments on the Vis-
Dial dataset validate the effectiveness of the pro-
posed approach.
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