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Abstract

We propose an unsupervised approach for as-
sessing conceptual complexity of texts, based
on spreading activation.  Using DBpedia
knowledge graph as a proxy to long-term
memory, mentioned concepts become acti-
vated and trigger further activation as the text
is sequentially traversed. Drawing inspira-
tion from psycholinguistic theories of reading
comprehension, we model memory processes
such as semantic priming, sentence wrap-up,
and forgetting. We show that our models cap-
ture various aspects of conceptual text com-
plexity and significantly outperform current
state of the art.

1 Introduction

Reading comprehension has long been linked to
processes over semantic memory, such as seman-
tic priming through spreading activation (Ander-
son, 1981; Collins and Loftus, 1975; Neely, 1991;
Gulan and Valerjev, 2010). While psycholinguis-
tic literature abounds in research and demonstra-
tion of such processes (Just and Carpenter, 1980;
Kutas and Hillyard, 1984; Carroll and Slowiaczek,
1986), there is a gap in understanding if they can
be modeled in an automated way for capturing
the cognitive load required by texts. At the same
time, the recent advances in the publication of en-
cyclopedic knowledge graphs provide an unprece-
dented opportunity for modeling human knowl-
edge at scale.

We focus on conceptual complexity which, as
opposed to lexical and syntactic complexity (Vaj-
jala and Meurers, 2014; Ambati et al., 2016), has
received very little attention so far. Conceptual
complexity accounts for the background knowl-
edge necessary to understand mentioned concepts
as well as the implicit connections that the reader
has to access between the mentioned concepts in

order to fully understand a text. It plays an im-
portant role in making texts accessible to children,
non-native speakers, as well as people with low lit-
eracy levels or intellectual disabilities (Arfé et al.,
2017). Apart from being one of the main fac-
tors for understanding the story, conceptual com-
plexity also influences the readers’ interest in the
text: readers who lack relevant background knowl-
edge have difficulties in understanding conceptu-
ally complex texts (Arfé et al., 2017; Benjamin,
2012), while high-knowledge readers need some
obstacles (more conceptual complexity) to main-
tain their interest (Arfé et al., 2017; Benjamin,
2012; Kalyuga et al., 2003). Therefore, correctly
estimating conceptual complexity of a text, and of-
fering a reader a text of an appropriate cognitive
load, is of utmost importance for: (1) ensuring cor-
rect understanding of a text; (2) maintaining the
readers’ interest; and (3) promoting deeper-level
processing and enhancing the readers knowledge.

In this paper, we are building on top of the psy-
cholinguistic findings that words are recognized
faster if preceded by words related in meaning (se-
mantic priming) (Gulan and Valerjev, 2010), and
we adopt spreading activation theory as one of the
main theories that tries to explain how priming oc-
curs. Specifically, we introduce a framework that
considers sequential text reading and models two
simultaneous processes: (i) a spreading activation
process that runs over long-term memory (approx-
imated by the knowledge graph), activates con-
cepts and transfers them to working memory, and
(i1) a process that tracks concepts and their acti-
vation in working memory and subjects them to
forgetting. We use the activation values of con-
cepts in working memory at different points in the
text in order to assess the amount of priming trig-
gered by the text. Our hypothesis is that the higher
these activation values (more priming), the lower
the conceptual complexity.
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We validate our framework through extensive
experiments, and show that the models we propose
on top of it outperform state-of-the-art measures
that aim to predict conceptual complexity.

2 Related Work

In spite of its real-world importance, automatic as-
sessment of conceptual complexity of texts has not
received much attention so far. A few approaches
have been proposed, but most of them are either
not freely available, or have not been tested on
large corpora (see (Benjamin, 2012) for the ex-
tensive list of approaches and their shortcomings).
DeLite (vor der Briick et al., 2008) software and
Coh-Metrix (Graesser et al., 2004), for example,
do not have any features related to conceptual clar-
ity, which would measure ambiguity, vagueness,
and abstractness of a concept, or the level of nec-
essary background knowledge. From this perspec-
tive, the work of Stajner and Hulpus (2018) is the
only work that attempts to automatically measure
conceptual complexity of texts. They propose a
supervised method using a set of graph-based fea-
tures over DBpedia knowledge graph. In our ex-
periments, we use these features as state-of-the-art
for comparison with our approach.

In the cognitive science domain, the work most
related to ours is in the direction of capturing
knowledge in cognitive architectures (Lieto et al.,
2018). Salvucci (2014) proposes the use of DBpe-
dia as a source of declarative knowledge to be inte-
grated with the ACT-R cognitive architecture (An-
derson and Lebiere, 1998). They implement a
very basic spreading activation model for scoring
facts in the knowledge base for answering natural
language, factual questions such as “What is the
population of Philadelphia?”. Several other ap-
proaches have been proposed for extending ACT-
R with knowledge and reasoning (Ball et al., 2004;
Oltramari and Lebiere, 2012), but none of them
aim to assess the complexity of texts.

With respect to spreading activation, it has
long been adopted as a methodology for informa-
tion retrieval (Crestani, 1997), used for document
summarization (Nastase, 2008), document simi-
larity (Syed et al., 2008), as well as cross-domain
recommendation (Heitmann and Hayes, 2016),
among others. Nevertheless, there is no prior at-
tempt to apply spreading activation to the recently
developed encyclopedic knowledge graphs with
the purpose of modeling reading comprehension.

This paper fills in this gap and shows that pair-
ing spreading activation with other working mem-
ory processes (such as forgetting) can result in
models that accurately assess conceptual complex-
ity of a document.

3 Framework for Unsupervised
Assessment of Conceptual Complexity

Our framework tracks the activation of concepts
in working memory during reading processes. We
consider an encyclopedic knowledge graph, DB-
pedia!, as a proxy to long-term memory over
which spreading activation processes run and
bring concepts into the working memory. Text
is processed sequentially, and each mention of a
DBpedia concept triggers a tide of spreading acti-
vation over the DBpedia knowledge graph. Once
brought into working memory, the activated con-
cepts are subject to a forgetting process which de-
cays their activation as the text is being read. At
the same time, concepts in working memory accu-
mulate more activation as they are repeated, or as
related concepts are mentioned.

We track the cumulative activation (CA) of the
mentioned concepts at different points in time: at
encounter (AE), at the end of sentences (AEoS)
and at the end of paragraphs (AEoP). We use
these values to estimate the conceptual complex-
ity of texts, under the overarching hypothesis that
a higher activation of text concepts in working
memory indicates more accessible texts.

3.1 Spreading Activation over DBpedia

For the spreading activation (SA) process, we
exploit the graph structure of DBpedia. Each
DBpedia concept is a node in the knowledge
graph (KGQG). Each triple <s,p,0> (short
from <subject, predicate, object>) whose sub-
ject and object are DBpedia concepts, becomes a
typed relation (or typed edge), that we denote with
s -2 o. This way, the knowledge base is repre-
sented as a graph KG = (V, E,T, 1), where V
is the set of concepts, E is the set of directed re-
lations between the concepts and 7 : £ — T as-
signs a type in T to each edge in E/. We denote by
p(x) C E the set of all relations of node = € V,
and by n,(z) € V the neighbour of x through re-

lation 7 € E. We denote by A®)(¢) the amount

of activation node c has after pulse p, by A(()Z)t(c)

the amount of activation node c outputs at pulse

"http://dbpedia.org
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p and A,EZ) (c) the amount of activation that flows
into node c at pulse p.

The core idea common to all SA models in lit-
erature is that concepts become active and fire,
spreading their activation to their neighbors in
K G, who in turn fire and activate their neighbors
and so on, until preset termination conditions are
met. Therefore, the SA process consists of multi-
ple iterations called pulses.

In our model, a SA process is triggered when-
ever a concept is mentioned in the text (the seed
concept), by setting its activation to 1.0, and that
of all other nodes in V' to 0.0. Formally, the initial
conditions are A (seed) = 1.0 and A0 (5) =
0.0,Vi € V,i # seed. Then at pulse 1, the seed
fires and the SA process starts.

Formally, a SA model must define three func-
tions: the output function, the input function
and an activation function (Berthold et al., 2009;
Crestani, 1997). In the following, we describe how
we define these functions in order to study concep-
tual complexity of text.

The output function defines how much activa-
tion is output by a concept at pulse p + 1, given its
activation at current pulse p. To define this func-
tion, we use a distance decay parameter o, which
decays the activation going out of each node expo-
nentially with respect to p. Furthermore, our out-
put function limits the concepts that fire to those
concepts whose activation surpasses a given firing
threshold ( for the first time. Hence, o and 3 con-
trol the number of activated concepts and the in-
tensity of their activation, providing potential for
personalization according to memory capacity of
the target audience.

AP () = a- f5(AP(0)); (1)

out

where fg(z) = x if x > [3; 0 otherwise.

The input function aggregates the amount of
activation that flows into a node (called target
node) given the activations flowing out of their
neighbours (called source nodes). Drawing inspi-
ration from spreading activation theory in cogni-
tive science (Collins and Quillian, 1969; Collins
and Loftus, 1975), we define accessibility of a tar-
get concept given a source concept based on how
strong is the semantic relation between them, as
well as by how familiar the target concept is to
the reader. We define the strength of the seman-
tic relation between two nodes as its exclusivity,
introduced by Hulpus et al (2015) and proven by

Zhu and Iglesias (2017) to be particularly effec-
tive for computing semantic relatedness. Regard-
ing the user’s familiarity with the target concept,
in absence of user data we approximate it by the

popularity of the target concept computed as the
log(D(c))
log(IV]-1)"

where D(c) denotes the number of neighbors of
concept c.

normalized node degree as pop(c) =

Formally, given the relation s 25 o, the acces-
sibility scores of its endpoints s and o are com-
puted as shown in Formula 2.

acc(o,s 2+ 0) = excl(s = 0) - pop(0) @

acc(s, s == 0) = excl(s = o) - pop(s)

Consequently, although the edges of the KG
are directed, activation can flow in both directions
over the same edge. For example, given the rela-

tion Accordion % Musical _instrument, the
mention of Accordion will activate the concept
Musical instrument, and vice-versa.

We can therefore generalize our notation, so that
given a concept c and one of its relations (incom-
ing or outgoing), r, ¢’s accessibility over the rela-
tion r is defined as acc, (c) = excl(r) - pop(c).

To make sure that the total amount of activation
received from a concept by its neighbours, equals
the amount of activation it outputs, we normalize
the accessibility value as in Formula 3.

acey(c)

> acep(ng o nr(C));

r'€p(c)

3

ace,(c) =

Finally, the input function is defined in For-
mula 4.

AP @) = 3 ALY (0, (0)) - aces(c) @)

rep(c)

The activation function is the function that
computes the activation of a concept after the
pulse p + 1, given its activation at time p and its
incoming activation at p 4+ 1. Formally,

A(p"rl) (c) = A(p) (C) + AE£+1) (C) (5)

In order to avoid cycles in which concepts keep
activating each other, we constrain the process so
that a concept can only fire in the first pulse after
its activation overpasses (3.
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After firing, concepts become burned and al-
though during the future pulses they can receive
activation, they cannot fire again. When there
are no more unburnt concepts with an activation
higher than 3 in the graph, the SA process finishes.
The activations resulted after this process are the
activations that the nodes have after the last pulse,
denoted in the following by SA(-).

3.2 The Working Memory Model

At the beginning of a text, the working memory
(WM) is considered empty. As the text is be-
ing read, the concepts activated through SA are
brought into WM with an activation computed as
a function of their SA activation ¢(SA(c)).

The WM keeps track of all activated concepts
and aggregates the activation that they achieve
from different SA processes. Furthermore, a for-
getting process takes place on top of WM, that is
triggered at every word. We therefore use words
as time unit in our WM model. The forgetting
process decays the activations of all concepts in
WM with a preset decay factor at every encoun-
tered word (,,), and additionally at every end of
sentence (7s) and at every end of paragraph ().
Therefore, given the words at indices ¢ and j,
( < 7), in paragraphs p; and p; (p; < p;) and
sentences s; and s; (s; < s;) respectively, we de-
note the decay that occurs in the interval of time
between the two words as ; ; and compute it as in
Equation 6.

Yij = 'ijii : ’Yssj B ’Yppjipi- (6)

We define cumulative activation, C A% (c) of a
concept c as its activation in the WM at time of
reading word ¢. It is defined recursively as it con-
sists of the cumulative activation that the concept
has at time ¢ — 1 and that has been subject to for-
getting, together with the activation ¢(SA®(c))
that it receives as a result from the SA process that
takes place at time ¢ (see Equation 7).

CAD () = 351, CAT D (€) + 4(SAV(e)

= id(SA® (c))
k=0

(7

We illustrate this process with an example (Ta-
ble 1) which shows, after the given text having
been linked to DBpedia, the seed concepts cor-
responding to each mention and the set of text

concepts activated by the seed concepts. Fig-
ure 1 shows the evolution of concepts’ activation
in WM, e.g. the concept db:Shelf (storage) be-
comes active when it is mentioned, with an acti-
vation of 1.0. We compute the activations in Fig-
ure 1 by defining the function ¢ as a constant func-
tion in which all concepts that become active in
the SA process receive an activation of 1 in WM.
We denote this function as ¢'. In this example,
we use values 0.85 and 0.7 for word (+y,,) and sen-
tence decay (7s), respectively. The forgetting pro-
cess is also illustrated as, unless reactivated, the
CA scores decrease with every token, and the de-
crease is stronger after each sentence. The figure
also shows how the concepts’ CAs get adjusted
every time they are activated by mentioned con-
cepts. For example, at the time “instruments” is
mentioned, the concepts db:Musical_instrument,
and db:Accordion increase their existing CAs, and
db:Band _(rock_and_pop) becomes active in WM.

3.3 Estimating Conceptual Text Complexity

One of the hypotheses that we want to test is
that our framework can capture the forward prim-
ing phenomenon. We therefore hypothesize that
in simpler texts, target concepts already exist in
WM before they are explicitly mentioned in the
text. In other words, the higher C'A(c) at the en-
counter of concept c, the easier it is to comprehend
the concept ¢ and connect it to its context. Con-
sidering concept c¢; is the concept encountered in
text at time ¢, its activation at encounter (AE) is
C AU~ (¢;), hence its CA at the time of the word
that precedes it.

AE(¢;) = CAU Y (¢;) (8)

Furthermore, the psycholinguistic theory of
backward semantic priming states that concepts
can actually receive activation from concepts men-
tioned afterwards, in a way explaining their previ-
ous occurrence. To account for this, concepts keep
accumulating CA in WM after they are mentioned.
More over, in the psycholinguistic literature the
end of sentences have been proven to trigger a
wrapping up process (Just and Carpenter, 1980),
in which the information of the sentence is being
reviewed. Based on these insights, we hypothe-
size that in simpler texts, the concepts exhibit a
higher CA at the end of the sentences / paragraphs
they occur in, than in more conceptually complex
texts. Formally, given a sentence s, and denoting
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db:Shelf_(storage)
db:Musical_instrument
db:Accordion
db:Band_(rock_and_pop)

Mention Seed Concept Activated text concepts

shelves db:Shelf_(storage) db:Shelf_(storage)

accordions db:Accordion db:Accordion, db:Musical_instrument

instruments db:Musical_instrument db:Musical_instrument, db:Accordion, db:Band_(rock_and_pop)

pictures db:Image db:Image

Irish db:Irish_people db:Irish_people, db:The_Pogues

band db:Band_(rock_and_pop) db:Band_(rock_and_pop), db:Musical_instrument, db:The_Pogues

The Pogues db:The_Pogues db:The_Pogues, db: Accordion, db:Irish_people, db:Musical_instrument, db:Band_(rock_and_pop)
wall db:Wall db:Wall

Table 1: Example of text linked to DBpedia, together with the text concepts activated through spreading activation.
(Text: The 2 shelves hold a selection of accordions and other instruments for sale. Pictures of the Irish band The
Pogues hang on the wall.). db: stands for the DBpedia namespace http://dbpedia.org/resource/
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Figure 1: The change of CA in WM for the concepts in Table 1 as the text is sequentially traversed.

the index of its last word as eos(s), we can define
the sentence wrap-up activation (AF0S) of any
concept c that is mentioned in s as in Formula 9.
The paragraph wrap-up activation(AEoP) is de-
fined similarly.

AFE0S,(c) = CAE() (¢);

©)
AEoP,(c) = CAlr®)(c).

Therefore, each concept mention in the text pro-
duces three C'A scores: activation at encounter
(AE), activation at the end of the sentence it oc-
curs in (AFo0S), and activation at the end of the
paragraph it occurs in (AEoP). Table 2 presents
the scores of the defined CAs for the example in
Table 1. Scores for AE are seen in Figure 1 on
the word just before the target mention. Scores for
AFoS are seen on the last word of the correspond-
ing sentence, and scores for AEoP are seen at the
end of the text.

For assessing the conceptual complexity of a
given document D that has been linked to the
knowledge base K G, resulting in m concept men-
tions, we propose to compute the activations of the
mentioned concepts and take the inverse of their

average as in Equation 10.

m
o activation(c;)

con_comp(D) = (10)
where c¢; is the concept that mention ¢ is linked
to, and activation(c;) is a placeholder for any
linear combination of the AF(¢;), AE0S(¢;) and
AFEoP(c;).

4 Experiments

4.1 Dataset

As ground truth, we use Newsela corpus which
provides English news text on five complexity lev-
els, the original story, and four manually simpli-
fied versions, gradually simplified by trained hu-
man editors under high quality control (Xu et al.,
2015). As the target audience are children and sec-
ond language learners, and texts are intended to
maintain readers’ interest, texts are not only sim-
plified at a linguistic level but also at a cognitive
level.

We report our experiments on 200 randomly
sampled original texts from the English Newsela
corpus, and for each of them, their four corre-
sponding simplifications resulting in 1000 docu-
ments. All texts have been linked to DBpedia us-
ing KanDis (Hulpus et al., 2015).
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http://dbpedia.org/resource/

Mention shelves accordions instruments pictures Irish band The Pogues wall
Concept db:Shelf_(storage) db:Accordion db:Musical _instrument db:Image db:Irish_people db:Band_(rock_and_pop) db:The_Pogues db:Wall
AE 0 0 0.72 0 0 0.26 1.57 0
AEoS 0.20 1.17 1.17 0.20 0.84 0.98 1.21 1
AEoP 0.02 0.66 1.04 0.20 0.84 0.98 1.21 1

Table 2: AE, AEoS and AEoP scores for the mentions from the example in Table 1.

4.2 SA Model Settings

Settings of the output function. To explore
our output function, we study how « (the graph
decay) and [ (the firing threshold) influence
the performance of the models. We imple-
mented models for « taking values from the set
{0.25,0.5,0.75} and 3 taking values from the set
{0.0025, 0.005,0.0075,0.01}, excluding the o =
0.75 and f = 0.0025 combination because the
activated sub-graph becomes computationally too
expensive.

Settings of the input function. To explore our
input function, we implemented four accessibil-
ity computation schemes that we name according
to the exclusivity and popularity factors (Excl-
Pop) being used or not:

(No-No): acc(o,s5 2 0) = acc(s,s 2 0) = 1.0;
(Yes-No): acc(o,5 & 0) = ace(s,s 2 0) =
excl(s LN 0);

(No-Yes): acc(o,s = o) = pop(o) and
acc(s, s 5 0) = pop(s);
(Yes-Yes): following Equation 2.
We transmit the intuition behind the

input/output-function  settings by reporting
the average number of activated K G nodes per
SA process over a sample of 1579 SA processes
(triggered by 100 texts: 20 titles on all 5 levels).
The results, shown in Table 3, indicate that
exclusivity dramatically reduces the number of
activated concepts. This is because exclusiv-
ity gives preference to less common relations,
directing the activation in the graph to the few
concepts that are strongly related to the seed. At
the same time, the use of popularity in the absence
of exclusivity has the opposite effect because
popularity gives preference to the nodes with high
degrees. When both exclusivity and popularity
are used, only the high degree concepts that have
very specific relations to the seed are activated.

With respect to the output function parameters,
as expected, more concepts are activated as o de-
creases and as [ increases.

Output function Input function settings (Excl-Pop)

5 « Yes-Yes Yes-No  No-Yes No-No
0.0025 0.5 1,245 4448 135,381 115,935
0.0025 0.25 1,106 2,977 95,142 75,491
0.005 0.75 1,003 3,428 108,086 90,082
0.005 0.5 1,002 2,576 85,895 68,318
0.005  0.25 979 2,190 51,190 34,921
0.0075  0.75 935 2,424 79,858 65,182
0.0075 0.5 917 2,111 60,840 45,175
0.0075  0.25 911 1,893 30,561 19,652
0.01 0.75 903 2,016 61,280 47,664
0.01 0.5 897 1,807 45,065 31,839
0.01 0.25 897 1,535 20,864 13,916

Table 3: Number of activated nodes in different SA set-
tings.

4.3 WM Settings

We experimented with multiple definitions for the
¢ function, and report values for two definitions,
#* and ¢! as shown below:

SA(c)

if SA(c) <1
pop(c) 1

0
if SA(c)=1.0

¢4 (SA(c) = {

#(SA(c)) =1 if SA(c)>0.0

¢4 uses the activations computed in the SA pro-
cess, except for the seed concept where it uses its
popularity score. This ensures that concepts men-
tioned in text become active in WM according to
their popularity. ¢ is therefore sensitive to the ac-
tual S'A scores, and to the popularity of mentioned
concepts. On the contrary, ¢! is only sensitive to
changes in the set of activated concepts.

We investigated six parameter combinations for
the values of the token, sentence and paragraph de-
cay factors (< Y, Vs, Vp >):

no forgetting: <1, 1, 1>;

no paragraph transfer: <1, 1, 0> - there is no
forgetting within a paragraph, but complete
forgetting takes place between paragraphs;

no sentence transfer : <1, 0, 0> - there is no
forgetting within a sentence, but complete
forgetting takes place between sentences;

weak decay: <0.995, 0.9, 0.8> - the CA of a
concept drops by one order of magnitude ev-
ery 6 paragraphs of original texts (assuming
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20 words per sentence, and 4 sentences per
paragraph) and every 8 paragraphs for sim-
ple texts (assuming 12 words per sentence, 4
sentences per paragraph)?;

medium decay: <0.85, 0.7, 0.5> - the CA de-
cays one order of magnitude every 2 original
sentences, and every 3 simple sentences re-
spectively;

strong decay: <(0.75, 0.5, 0.25> - the CA decays
one order of magnitude with every original
sentence, and with every 2 simple sentences.

Given the described SA and WM models, we
implemented a total of 264 models in our frame-
work.

4.4 State-of-the-art Measures

We compare our system to the graph-based met-
rics proposed by Stajner and Hulpus (2018), as
well as the baseline (ent/men) that computes the
number of unique concepts per mention. For com-
pleteness, we briefly describe these features:

PageRank represents the average of the PageR-
ank scores computed over the knowledge
graph for all the mentioned concepts in the
text;

PairDistSent and PairDistPar compute the av-
erage shortest path distance over the knowl-
edge graph between all pairs of concepts
mentioned in a sentence or paragraph respec-
tively, averaged over all sentences or para-
graphs respectively;

PairSemRelSent and PairSemRelPar are simi-
lar to the previous two measures, but in-
stead of shortest path distances, they com-
pute the exclusivity-based semantic related-
ness (Hulpus et al., 2015);

DensitySent and DensityPar compute the aver-
age density of the subgraphs extracted such
that they connect all the pairs of concepts
mentioned in the sentences or paragraphs re-
spectively, by paths of at most 4 hops;

ConnCompSent and ConnCompPar are com-
puted using the same subgraphs as those ex-
tracted in the previous measures, but comput-

>The numbers of 20 words per normal sentence and 12

words per simple sentence are taken from published statistics
on the dataset we use (Xu et al., 2015).

ing the number of connected components av-
eraged over sentences or paragraphs respec-
tively.

All state-of-the-art features were computed over
the same knowledge-graph (DBpedia) and using
the same entity linker, KanDis (Hulpus et al.,
2015). Therefore, there are no biases stemming
from the choice of those two in the comparison of
our models with the state of the art.

4.5 Tasks and Evaluation Metrics

For each of our models we calculated 4 scores,
by plugging into Equation 10 the values for AF,
AFEoS, AEoP, and All (the sum of previous
three). Based on these scores, we test our models
on two tasks: (i) Ranking five versions of the same
news story according to their conceptual complex-
ity; (i1) Identifying the conceptually simpler of two
versions of the same news story.

In the ranking task, we compare our mod-
els’ ranking of the five versions to the ground
truth ranking, by computing their Kendall’s Tau-
b (Kendall, 1948), which calculates the difference
between the number of concordant and discordant
pairs, out of the number of all pairs, while also
handling ties. Generally, Kendall Tau values range
between —1 and 1, with 1 being obtained when
there is perfect agreement between the compared
rankings, —1 when one ranking is the reverse of
the other, and 0 when the two compared rankings
are independent. Hence for a random ranking we
would expect Kendall Tau-b results close to 0.

In the second task, we calculate accuracy as the
percentage of text pairs in which the simpler ver-
sion was predicted as less conceptually complex
by our models. In this task, the scores can range
from O to 1, with a value of 0.5 for random picks.

5 Results and Discussion

We present our results starting with the WM set-
tings because variations in these settings lead to
the highest variations in the results.

5.1 Impact of WM Settings

Table 4 presents the average Kendall Tau-b scores
for the six WM decay settings, four types of acti-
vation scores and two ¢ functions.

The first conclusion that stands out from this ta-
ble is that there is a certain sweet spot when the
WM decay is strong or medium, in which AFoS
performs substantially better than all other scores
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T A

WM decay AE AFoS AEoP Al AE AFeS AEoP Al
strong decay 15 74 34 58|-06 .76 .40 .64
medium decay -08 .77 36 .60 .03 .79 41 .66
weak decay -08 -11 -15-12|.16 .19 .10 .17
no forgetting -08 -11 -.08 -09|.16 .15 .19 .17
no paragraph transfer .01 -.19 -.01 -.06| .19 .12 .20 .17
no sentence transfer -.44 -46 NA NA|-28 05 NA NA

Table 4: Kendall Tau-b scores averaged over the 200
titles for all models with corresponding reading decay.

exclusivity-popularity

¢ @ B y-y y-n n-y n-n
& any any .80 .80 79 79
0.50 0.0025 .81 74 .70 72
0.25 0.0025 .81 5 72 74

075 0005 8 76 72 73
050  0.005 8 76 4 5

025 0005 8 76 5 76

Ll o075 00075 | 82 77 a5 76
¢ 050 00075 | 8 77 6 76
025 00075 | 8 78 76 6

075 00l 8 77 96 76

050 001 8 78 71 76

025 00l 8 79 71 77

Table 5: Kendall Tau-b scores of the AF0S measures
computed with WM medium decay setting averaged
over all 200 titles.

in all other settings. If the WM decay is either too
strong (no sentence transfer) or too weak (no for-
getting, weak decay and no paragraph transfer), all
models perform poorly.

The second finding that is revealed by this table
is that AE achieves very poor results across all
WM settings. On the one hand, this indicates that
our experiments are not able to confirm the for-
ward semantic priming hypothesis. On the other
hand, given the good results of AE0S, our exper-
iments confirm the backwards priming hypothesis
and sentence wrap-up.

5.2 Impact of the SA Settings

Table 5 shows the influence of the graph settings
parameters in the ranking task. We focus on the
best performing settings from Table 4, which mea-
sures AE0S using WM medium decay.

Input function. Among all the SA settings, the
definition of accessibility has the most influence.
Our results show that the use of both exclusivity
and popularity leads to AFEoS scores that best cor-
relate with our ground truth complexity levels.

Output function. The choice of « and 3 pa-
rameters makes no noticeable difference for ¢4,
while it makes a statistically significant differ-
ence’ for ¢'. In the latter case, the best results are

3Statistically significant difference refers to a 0.001 level

obtained when o = 0.25 and 8 = 0.01, which cor-
responds to the setting which activates the smallest
DBpedia subgraph (Table 3).

A somehow unexpected finding that has a great
impact on SA parameter selection is that the big-
ger the activated DBpedia subgraph, the worse the
results. This indicates that allowing the activa-
tion to spread through more of KG, might result
in more noise. Consequently, controlling the flow
of activation through relation and concept rele-
vance scoring dramatically reduces the activated
network, while improving the results.

5.3 Results on Pairwise Text Comparison

The pairwise comparison task provides insight on
the models’ ability to discriminate between two
versions of the same news story. The results of
the models with a medium WM decay and with
the combination of « and [ at the opposite sides
of the proposed spectrum are shown in Table 6 for
both tasks, together with the results of the state of
the art and the baseline (ent/men).

The first observation is that our models distin-
guish almost perfectly between very complex and
very simple versions of the same text (0—4, 1—4,
0—3). Also, generally they significantly outper-
form the baseline and state-of-the-art measures.
However, our models perform close to random
on distinguishing between the two most complex
versions of the same title (0—1), the only setting
in which they are outperformed by some state-
of-the-art features and the baseline. Manual in-
spection indicates that the simplification that takes
place between the two levels mostly involves sen-
tence /paragraph splitting (syntactical simplifica-
tion) which, as a side effect can have the decrease
in the number of connected components, favour-
ing ConnCompPar and ConnCompSent measures.

The results of the best model using ¢! surpass
the results of the best model using ¢*, particu-
larly for the close level pairs (1—2,2—3 and 3—4),
which are generally harder to distinguish (paired t-
test at 0.001 level of significance). This indicates
that the fact that a concept is activated by SA is
more relevant than the actual amount of activa-
tion, particularly for capturing subtle differences
in texts.

of significance using paired ¢-test, whenever mentioned.
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Model Level pairs
Type « Jé] Exc. Pop. 0-1 02 03 04 12 13 14 23 24 34 Kendall Tau-b
¢*  any any yes yes .64 88 .97 1 88 97 99 87 95 .80 .80
o' 05  0.0025 no no 54 83 94 95 86 93 96 83 92 82 72
¢! 025 0.01 no no S8 84 95 99 8 94 98 8 95 86 77
o' 05 0.0025 no yes 52 83 94 95 86 92 96 83 91 82 .70
o' 025 0.01 no yes S8 8 95 99 87 94 98 8 93 87 77
o' 05 0.0025 yes no S48 94 97 87 95 98 8 91 82 74
¢t 025 001 yes no S8 88 9% 1 86 96 99 8 95 85 .79
¢! 05  0.0025 yes yes 59 89 97 1 9% 97 99 8 97 87 .81
¢! 025 001 yes yes 61 89 98 1 92 97 99 90 .97 .88 82
ent/men 67 76 .83 82 71 80 79 71 72 54 47
PageRank S50 53 57 57 62 58 55 53 .55 57 12
PairDistSent S8 64 65 67 58 66 64 63 59 50 23
PairSemRelSent 56 .62 68 77 56 69 75 63 71 .55 24
DensitySent 61 69 68 72 60 .63 66 51 .56 .58 25
(Stajner and Hulpus, 2018) ~ ConnCompSent 67 71 83 83 60 .72 74 68 73 .56 41
PairDistPar S8 70 77 84 60 76 80 .67 .78 .60 42
PairSemRelPar 60 74 87 8 70 83 88 77 .83 .71 56
DensityPar 59 64 57 64 57T 56 62 56 .62 .56 19
ConnCompPar 69 64 74 76 .61 66 .62 .65 .62 .52 22
SeedDegree S53 051 59 55 58 55 50 53 .54 58 12

Table 6: Accuracies of the pairwise comparison task, and the Kendall Tau-b correlations for the AEoS scores of
our models for medium WM decay, and for the state-of-the-art measures. Level 0 is the original text, while level 4
is the simplest version. Any signifies that the reported results were the same for all parameter choices.

6 Conclusion

We introduced a framework for tracking the con-
ceptual complexity of texts during sequential read-
ing, by mimicking human memory processes
such as forward and backward semantic priming
through spreading activation, sentence wrap-up
and forgetting, and implemented a series of unsu-
pervised models within it.

Our results confirmed the hypothesis that texts
are simpler when the concepts therein are highly
active at the end of their corresponding sentences.
From the SA perspective, we showed that mea-
sures that account for relevance of relations and
nodes make a significant impact, and that targeted
search in the close proximity of the seeds performs
best. Finally, our models strongly outperform the
state-of-the-art measures in automatic assessment
of conceptual complexity.
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