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Abstract

In this work we present a new dataset of [it-
erary events—events that are depicted as tak-
ing place within the imagined space of a novel.
While previous work has focused on event de-
tection in the domain of contemporary news,
literature poses a number of complications
for existing systems, including complex nar-
ration, the depiction of a broad array of men-
tal states, and a strong emphasis on figurative
language. We outline the annotation decisions
of this new dataset and compare several mod-
els for predicting events; the best performing
model, a bidirectional LSTM with BERT to-
ken representations, achieves an F1 score of
73.9. We then apply this model to a cor-
pus of novels split across two dimensions—
prestige and popularity—and demonstrate that
there are statistically significant differences in
the distribution of events for prestige.

1 Introduction

Do events determine the shape of literary nar-
ratives? This question reaches back at least as
far as the 1920s, when literary theorists from the
Russian Formalist school began making distinc-
tions between syuzhet (the way in which events
are presented in a narrative) and fabula (the
chronological sequence of events, distinct from
the way they’re represented) (Shklovsky, 1990;
Propp, 2010). Even on a far more localized scale,
events are often considered to play a fundamental
role in how literary narratives progress. Moretti
(2013), for instance, describes the inherent pro-
ductivity of events in Daniel Defoe’s novel Robin-
son Crusoe, where one event invokes another in a
chain of occurrences that seem to flow in “micro-
narrative sequences.” Such localized sequences in
turn relate to the larger architecture of plot, which
has its own distinct modes of organization and
generation (Forster, 1927; Genette, 1983; Brooks,
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1992). The status of events in literature thus in-
evitably engages larger questions about scale and
narrative technique.

At the same time, the representation and iden-
tification of events and their participants in NLP
have historically focused on the domain of news,
including early evaluation campaigns like MUC
(Sundheim, 1991), seminal datasets like ACE
2005 (Walker et al., 2006) and the DEFT ERE
framework (Aguilar et al., 2014; Bies et al., 2016),
as well as other resources that require the identifi-
cation of events as a precondition for other activi-
ties, such as temporal ordering (Pustejovsky et al.,
2003b) or factuality judgments (Sauri and Puste-
jovsky, 2009; de Marneffe et al., 2012; Werner
et al.,, 2015; Lee et al.,, 2015; Rudinger et al.,
2018).

The role of events in literary fiction, however,
is very different from their role in fact-based re-
porting of events in the real world, including his-
torical texts (Sprugnoli and Tonelli, 2017). Nov-
els and even most short stories tend to be much
longer than news articles, and tend to have more
complex narrative structures both locally (individ-
ual scenes) and globally (plot) than works of non-
fiction. Furthermore, literature is a creative en-
terprise. Journalistic discourse typically reports
what actually happened in the real world and de-
picts definite causal chains connecting events; this
causality is not hard coded into literary event se-
quences.

We present in this work a new dataset of event
annotations in the domain of literature that aims
to bridge this gap between the rich landscape
of existing work in event representation in NLP
for news—including contemporary neural meth-
ods (Orr et al., 2018; Sha et al., 2018; Nguyen
and Grishman, 2018)—and the needs of litera-
ture scholars for models of events in their domain.
To develop a common thread with fact-based rep-
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resentations of real-world events while also lay-
ing the foundation for models to faithfully track
the unique movements of narrative plot, we focus
solely on events in literary texts that are depicted
as actually happening—i.e., those with asserted
realis (discussed in more detail in §4). As dis-
tinct from other epistemic modalities (such as fu-
ture events, hypotheticals, and extradiegetic sum-
maries by a narrator), realis events are depicted as
existing within the imagined world of the literary
text, and take place at a specific place and a spe-
cific time.

In this work we make the following contribu-
tions:

e We present a new annotated dataset of literary
events in 210,532 tokens from 100 books and
describe some of the key annotation guide-
lines that we have tailored to the unique chal-
lenges posed by novelistic discourse. The
dataset is freely available for download under
a Creative Commons ShareAlike 4.0 license
as a part of LitBank at ht tps://github.
com/dbamman/litbank.

e We compare multiple models for realis event
detection in literary texts, including both fea-
turized and neural approaches, with the best
performing model achieving an F1 score of
73.9.

e We apply this model to a corpus of novels and
demonstrate that there are statistically signif-
icant differences in the ratio of realis events
between novels written by authors with high
prestige—defined by Underwood (2019) as
works that have been reviewed by elite lit-
erary journals—and those written by authors
without such prestige. High prestige authors
(such as James Joyce and Virginia Woolf) use
fewer realis events depicting concrete actions
in their works.

2 Background and Previous Work

We draw on several threads of previous research
in designing a dataset and model to support liter-
ary event detection. First, while much work at the
intersection of NLP and literary analysis has fo-
cused on computational approaches to characters
and their relationships (Bamman et al., 2014; Vala
et al., 2015; Iyyer et al., 2016; Chaturvedi et al.,
2017), far less has explored the event structure of

literary texts. Plot is often explored through the
lens of sentiment (Alm and Sproat, 2005; Moham-
mad, 2011; Elsner, 2012; Jockers, 2015; Reagan
et al., 2016) rather than the concrete events that
comprise it.

Second, we draw on the vast literature in NLP
for the detection of events, participants, and their
structured relationships, from the featurized mod-
els of Ahn (2006) and Li et al. (2013) to the va-
riety of neural architectures that have been ap-
plied to the task of event detection, such as CNNs
(Nguyen and Grishman, 2015), including dynamic
multi-pooling CNNs (Chen et al., 2015) and skip-
gram CNNs (Nguyen and Grishman, 2018), RNNs
(Nguyen et al., 2016), hybrid LSTM-CNN archi-
tectures (Feng et al., 2016), and attention (Liu
etal., 2017, 2018)

While most approaches use sentence-level in-
formation to detect events, we also draw on the
work of Liao and Grishman (2010), which instead
incorporates document-level information (poten-
tially useful for longer literary narratives).

3 Data

The corpus we have selected to annotate consists
of approximately the first 2000 words of 100 lit-
erary works currently in the public domain (i.e.,
published before 1923), previously used by Bam-
man et al. (2019). The majority of these texts
are canonical novels published in the nineteenth
and early twentieth centuries (e.g., Jane Austen’s
Pride and Prejudice, Herman Melville’s Moby
Dick, and James Joyce’s Ulysses). A smaller per-
centage of this corpus consists of popular genre
fiction published within this same time frame (e.g.,
King Solomon’s Mines, Tarzan of the Apes, and
Desert Gold). All of these texts have been se-
lected from the Project Gutenberg corpus and col-
lectively exhibit a range of novelistic discourse.
This range is particularly useful and necessary for
exploring literary event realis, providing examples
of novels that are narratively and stylistically com-
plex as well as others that are more declarative and
plot-driven.

4 Event annotations

Events remain a contested category across narra-
tive theory, philosophy, and linguistics, with defi-
nitions varying depending on discipline, applica-
tion, and context. Most linguistic event classi-
fications nevertheless trace their lineage back to
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Vendler (1957), who proposed four categories to
distinguish the different relationships that exist
between verbs and time: activities (dynamically
unfolding processes), achievements (occurrences
that are completed almost instantaneously), ac-
complishments (occurrences that have some dura-
tion but also have a predetermined endpoint), and
states (persistent conditions that span a period of
time and don’t have any definite endpoint).

A simpler classification that some scholars have
traced back to Aristotle (Sasse, 2002) simply dis-
tinguishes between events and states, the latter
usually defined as non-dynamic situations that per-
tain over time. Many event annotation systems in-
cluding TimeML (Pustejovsky et al., 2003a), ACE
(LDC, 2005), and Light ERE (Aguilar et al., 2014)
also treat changes of state as being events, since
such changes indicate a dynamic break from prior
conditions.

In our annotation approach, we include activi-
ties, achievements, accomplishments, and changes
of state as being events. We introduce several
more fine-grained distinctions, however, as far
as which subsets within each of these categories
should be labelled for our specific purposes, as de-
tailed below.

At a high level, our goal is to model only what
is depicted as actually occurring in a text; in other
words, those events with asserted realis. The ACE
2005 event annotation guidelines (LDC, 2005)
outline four dimensions for tagging events involv-
ing determinations for polarity, tense, specificity,
and modality. We follow the Light ERE (Aguilar
et al., 2014) approach of only selecting aspects
that capture realis:

e Polarity: Events must have a positive polarity
(i.e., positively asserted as occurring); events
with negative polarity are defined as having
not taken place (such as “he did not under-
stand”).

e Tense: Events must be in the past or present
tense. Events in the future tense are not
tagged.

e Genericity: Generic events describe a cat-
egory (e.g., dogs bark) rather than a spe-
cific occurrence involving a specific entity
(my dog barked this morning). We only tag
specific events in our framework; all generic
events are ignored. We consider an event to

be specific if it is “a singular occurrence at a
particular place and time” (LDC, 2005).

e Modality: Only asserted events—those that
are indicated to have actually occurred—are
tagged. All other modalities (believed, hypo-
thetical, desired, etc.) are not.

We also employ the following standards in our
annotation approach:

e Similar to both the ACE and Light ERE
guidelines, we tag event triggers, defined as
the minimum extent of text capable of repre-
senting an event. For our purposes, this ex-
tent is always a single word. This is in con-
trast to Light ERE, which allows for multi-
word triggers, and to ACE, which mostly re-
stricts triggers to single words but makes an
exception for phrasal verbs by including the
particle if it immediately follows the main
predicate.

e We limit event triggers to the following three
parts of speech: verbs, adjectives, and nouns
(including nominals). Adverbs and preposi-
tions are not annotated as events.

e In contrast to both the ACE and Light ERE
guidelines, which restrict taggable events to
those falling within eight specific types (life,
movement, transaction, business, conflict,
contact, personnel, and justice), we adopt an
open approach and make no restrictions on
the types of events that are tagged.

Due to the specific domain we are annotating
(English language fiction), we have also found it
necessary to define several rules that are not ex-
plicitly presented in the ACE or Light ERE stan-
dards. In particular, since mental states play an es-
pecially prominent and complex role in many nov-
els (and noticeably so relative to more fact-based
discourses such as the news) we have given partic-
ular attention to defining rules for stative events.
In our annotations, we tag a state as being an event
assuming one or more of the following conditions
has been met:

1. An explicit change of state has occurred
(whether initiation, termination, or alter-
ation), and this change can be determined
solely within the context of the sentence in
which the potential event trigger appears.
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(1) Stephen Dedalus, displeased and sleepy, leaned his arms on the top of the staircase and looked
coldly at the shaking gurgling face that blessed him, equine in its length, and at the light untonsured
hair, grained and hued like pale oak. (Joyce, Ulysses)

(2) My eyes followed his trim figure, richly though sombrely clad, then fell with a sudden dissatis-
faction upon my own stained and frayed apparel. (Johnston, 7o Have and to Hold)

(3) He generally arrived in London (like the influenza) from the Continent, only he arrived unheralded
by the Press; and his visitations set in with great severity. (Conrad, The Secret Agent)

Table 1: Three annotation examples with tagged event triggers in bold and candidate triggers that would not be

tagged underlined.

2. The cause of the state can be deduced (again
within the context of the sentence), and it is
clear that the cause and resulting state have
occurred at the same location. For example,
the following states (in bold) would be la-
belled as events: “When he received this ap-
pointment he was both elated and appalled.”
(Burroughs, Tarzan of the Apes)

3. The potential event trigger refers to a men-
tal state that is inherently acute, semantically
speaking. For instance, words such as “aston-
ished,” “shocked,” ‘“‘aghast,” and “stunned”
all suggest mental states that are acute re-
sponses to some stimulus and are usually
only maintained for a limited duration.

Table 1 presents three sample sentences anno-
tated under our guidelines that illustrate important
aspects of our framework, including mental states
with no evidence of immediate change (displeased
and sleepy in example 1), resultatives (stained and
frayed in example 2), and generic events that de-
scribe periodic activities but not a single action
grounded at a single moment in time (arrived in
example 3).

Meanwhile, Table 2 shows the fifteen words
with the highest occurrence as events in the anno-
tations, along with the percentage of the time they
are labelled as events. For the most part, these
words can be broken down into four respective
categories: verbs related to conversation (said,
asked, heard, answered, and cried when indicat-
ing a vocalization); verbs related to movement
(came, went, and turned); verbs related to percep-
tion (looked and saw); and verbs related to obtain-
ment (took and found). As the event rates make
clear, even these words are only labelled as events

a portion of the time (in some cases less than half
of all occurrences) either due to contextual usage
or the broader constraints imposed by realis.

Word Count | Event Rate
said 465 89%
came 95 52%
looked 92 58%
went 92 60%
asked 69 93%
heard 63 59%
saw 59 55%
cried 59 97%
took 57 60%
turned 55 74%
told 51 56%
found 49 42%
answered 45 96%
put 44 41%
thought 38 32%

Table 2: The fifteen words with the highest overall
occurrence as events in the annotations (Count) along
with the percentage they are labelled events relative to
their overall occurrence in the corpus (Event Rate).

Finally, to highlight why annotating events in
novels is a particularly challenging task, we also
briefly mention some of the phenomena that fre-
quently arise. There are no taggable events in
the examples below; potential triggers that are not
tagged are underlined.

Figurative events. Often figurative language or
an extended metaphor will be used to represent an
event: “He had broken a thickness of ice, the for-
mation of many a winter; had had his reasons for
a long silence.” (James, The Turn of the Screw)
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Realis events presented in an irrealis mood.
Sometimes events that have actually occurred are
presented in a different modality for rhetorical pur-
poses: “As to your practice, if a gentleman walks
into my rooms smelling of iodoform, with a black
mark of nitrate of silver upon his right forefinger,
and a bulge on the right side of his top-hat to show
where he has secreted his stethoscope, I must be
dull, indeed, if I do not pronounce him to be an
active member of the medical profession.” (Doyle,
The Adventures of Sherlock Holmes )

Ambiguous assertions. In some instances,
events that appear to be clearly asserted based
on semantic and syntactic indicators become am-
biguous when considered outside of the narrative
frame, such as when a narrator directly addresses
the reader: “Why upon your first voyage as a
passenger, did you yourself feel such a mystical
vibration, when first told that you and your ship
were now out of sight of land?” (Melville, Moby
Dick)

4.1 Annotation process

All annotations were carried out by a single co-
author after multiple rounds of discussions and the
creation of a set of annotation guidelines heavily
dependent on the ACE 2005 annotation guidelines
for events (LDC, 2005) and adapted for the re-
alis events under consideration here. To calculate
the expected inter-annotator agreement rate, a sec-
ond co-author independently annotated a random
sample of five texts at the end of the annotation
process, using only the annotation guidelines for
reference. We find the agreement rate to be high
(82.1 F-score for event identification and a chance-
corrected Cohen’s x of 0.813).

The total dataset comprises 7,849 events among
210,532 tokens in the 100 books in our corpus, and
is freely available for public use.

5 Event detection

We consider two classes of models for literary
event detection in this data: neural models op-
timized for event trigger detection in past work
(Nguyen and Grishman, 2015; Chen et al., 2015;
Nguyen et al., 2016; Feng et al., 2016); and featur-
ized models (Ahn, 2006; Li et al., 2013; Yang and
Mitchell, 2016).

5.1 Neural

Previous work has demonstrated the strength of
neural models for event trigger detection, where
models can leverage the distributional information
encoded in word embeddings, along with repre-
sentations of longer sentence context, to achieve
high performance. We explore several variants of
these models in this work; all models approach lit-
erary event detection as a sequence labeling prob-
lem, assigning a binary label to each token denot-
ing its status as an event.

To leverage word representations that are suited
for this particular literary domain, we train 100-
dimensional skipgram (Mikolov et al., 2013) word
embeddings on 15,290 books from Project Guten-
berg. With the exception of the model incorpo-
rating BERT token representations, all models de-
scribed below use these same embeddings.

LSTM. The simplest model we consider is a
single-direction, 100-dimensional LSTM, with
each input token represented as a word embedding
from Project Gutenberg.

BiLSTM. Since the decision to label each to-
ken as an event may rely on information in the
right context of the sentence, we consider a bidi-
rectional LSTM (concatenating the outputs of two
100-dimensional LSTMs).

BiLSTM with document context. Most mod-
els for event trigger detection consider contextual
information only from the sentence when making
predictions about the event status of any individ-
ual token. Drawing on previous work incorpo-
rating global context (Liao and Grishman, 2010),
we might hypothesize, however, that the accu-
rate prediction of complex realis events may re-
quire greater document context—hypotheticals in-
troduced in one sentence may span multiple ensu-
ing paragraphs, while an extradiegetic aside from
the narrator may span several pages and contain no
concrete events. To test this, we define a sequence
to be the entire (ca. 2,000-word) document, rather
than an individual sentence.

BiLSTM with sentence CNN. Several previous
methods have shown the strength of a sentence-
level CNN (Nguyen et al.,, 2016; Feng et al.,
2016). When predicting the event status of a to-
ken at position 7 in a sentence with n words w =
{wy,...,w,}, each CNN convolves over the en-
tire sequence w along with position embeddings
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p = {p1,...,pn} that encode the distance be-
tween each token position j € [1, n] and the target
token 7. We adopt the architecture of Nguyen and
Grishman (2015) in particular, where the output of
a CNN is then passed to a max-pooling phase to
yield a representation c¢; for target position 7 that
is concatenated to the BiLSTM output o; at that
time step when making a binary prediction (with
learned parameters W).

P(event) = o([cs; 0i] ' W)

The CNN contains 200 filters (100 each scoped
over word bigrams and trigrams). We encode posi-
tional information between the target token at po-
sition ¢ and the token at position j using signed
bucketing (£1, 2, 3, 4, 5, 6—10, 11-20, >20).
Each bucket corresponds to a discrete choice of
position with its own learned 5-dimensional em-
bedding (as in past work).

BiLLSTM with subword CNN. Subword char-
acter CNNs have been useful for a range of prob-
lems (Ma and Hovy, 2016; Chiu and Nichols,
2016) as a way of capturing meaningful represen-
tations of words that may be out-of-vocabulary
for a set of learned embeddings (or whose use
in a given domain may be at odds with the data
those embeddings are trained on). We consider
this design choice here as well. We represent
each word as the output of a CNN with 100 fil-
ters (25 filters each scoped over character bigrams,
trigrams, 4grams and Sgrams), with max pool-
ing over the character sequence to yield a 100-
dimensional character representation ¢; of a word
at position i. This representation is then concate-
nated to the word embedding e; for the token at
that position and fed as input to the LSTM time
step.

BiLSTM with BERT contextual representa-
tions. In order to take advantage of recent ad-
vances in language model pre-training (Howard
and Ruder, 2018; Peters et al., 2018; Radford
et al., 2019), we also incorporate contextual rep-
resentations extracted from the pre-trained base
BERT model (Devlin et al., 2019). Rather than
fine-tuning the model for the supervised task, we
instead use the BERT model in a feature-based
way, representing each token in a sequence as
the concatenation of the model’s final four layers
(3,072 dimensions in total) in place of pre-trained
word embeddings in a BILSTM. Since BERT uses

WordPiece embeddings (Wu et al., 2016) as input,
we take the average of any resulting sub-tokens
in order to return a single per token representa-
tion (potentially beneficial as many of the literary
works in our corpus contain long, complex words).

As Orr et al. (2018) have shown, neural mod-
els for event identification can exhibit substantial
variation simply as a function of their random ini-
tialization, and we observe that with our data and
models as well. To report expected performance
on future data, we average together the predictions
made from five random initializations (i.e., the ma-
jority class predicted for a token in context by the
five models).

5.2 Featurized

The dataset we have created contains 7,849 events
among 210,532 tokens. While this size is com-
parable to other datasets used for event detec-
tion in the past, it is unclear whether the scale is
large enough to train highly parameterized neural
models well; to test this, we design a linguisti-
cally informed featurized model, drawing on pre-
vious work in event representations (Ahn, 2006;
Li et al., 2013; Chen et al., 2009) and noun phrase
genericity and specificity (Reiter and Frank, 2010;
Friedrich et al., 2015).

For this featurized model, we use ¢5-regularized
binary logistic regression to make decisions about
each token in its immediate context. We featurize
the decision using the following information.

e Word. The lowercased word form of the to-
ken.

e Lemma. The lemma of the token.

e POS. The token’s part of speech (using the
Penn Treebank tagset), predicted using the
SpaCy library.! In addition to providing im-
portant information about the core identifi-
cation of verbs, the Penn Treebank tags also
contribute to the determination of verb tense
(important for our characterization of realis
events).

e Context. The immediate context surround-
ing the word, represented as the following:
a.) unigram indicators for the words found
within three positions to the left; b.) indica-
tors for words found three words to the right;
¢.) unigram X position indicators for those

'https://spacy.io
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Method Precision

Recall

F

76.2 [74.1-78.3]

28.7 [27.3-30.2]

50.5 [48.0-52.9]

58.3 [56.1-60.4]

60.5 [57.9-63.1]

63.4 [61.3-65.5]

Verbs only 17.7 [16.6-18.8]
Featurized 68.9 [66.2-71.7]
LSTM 66.6 [64.1-69.1]
BiLSTM 70.4 [67.8-72.9]

60.7 [58.0-63.4]

65.2 [63.1-67.3]

+ document context | 74.2 [71.7-76.6]

58.8 [56.0-61.6]

65.6 [63.5-67.8]

+ sentence CNN 71.6 [69.1-74.1]

56.4 [53.8-59.0]

63.1 [61.0-65.1]

+ subword CNN 69.2 [66.6-71.6]

66.9 [64.8-68.9]

+ BERT 75.5 [73.3-77.8]

72.3 [69.7-74.8]

73.9 [72.0-75.7]

+ subword CNN | 73.6 [71.2-75.8]

[
[
[
64.8 [62.2-67.3]
[
[

73.3 [70.8-75.7]

73.4 [71.5-75.2]

Table 3: Performance on literary event identification. All metrics are reported with 95% bootstrap confidence

intervals.

same words (e.g., not appearing at position -1
with respect to the word); d.) the trigram ap-
pearing to the left; the trigram to the right; e.)
the part-of-speech trigram to the left; and f.)
to the right. This immediate contextual infor-
mation captures important factors that affect
modality, such as negation (Chen et al., 2009)

e Syntax. Syntactic information encoding the
word’s dependency relation, syntactic head,
and part-of-speech of the syntactic head, pre-
dicted using SpaCly.

e Wordnet.  Following Reiter and Frank
(2010), we include WordNet synset and hy-
ponymy information, capturing the synset of
the word and the identities of its three hyper-
nyms up the WordNet chain.

e Embeddings. We also include word em-
beddings as features; while a simple linear
model like logistic regression cannot exploit
important non-linearities between the embed-
ding dimensions, they can provide some cor-
pus level-information about the behavior of
the word in the 15,290 Gutenberg texts it
was trained on (which the neural models de-
scribed above also have access to).

e Bare plurals. Some generic events (such as
“pirates sail ships™) contain bare plurals as
subjects; inspired by Reiter and Frank (2010)
on identifying generic noun phrases, we fea-
turize the presence of a bare plural subject
by noting whether the noun phrase subject is
plural in form and lacking an explicit deter-
miner, numeric count, or possessive pronoun.
We also draw on their countability feature,

identifying whether a noun phrase subject is
countable (e.g., “the boy”) or not (e.g. “the
water”) using CELEX (Baayen et al., 1996).

5.3 Results

To evaluate the performance of these models, we
create training (60%), development (10%), and
test (30%) partitions of the data at the level of
books, with 60 books in train, 10 in development,
and 30 in test. We stratify by book to ensure that
no information from the same book appears in dif-
ferent partitions.

All models have access to the same develop-
ment data for hyperparameter tuning; we use this
to explore feature engineering and optimize the /o
regularization strength for the featurized model,
and to explore different neural hyperparameter
choices (e.g., size of LSTM).

Table 3 illustrates the comparative performance
between the different systems. To contextualize
these results, we also provide a simple but inter-
pretable baseline of selecting all and only verbs to
be events. This naive verb-only baseline yields an
F-score of 28.7; while verbs are strong indicators
of events, they are neither sufficient (the recall in-
dicates that nearly one quarter of the true events
in the test data are not verbs) nor entirely consis-
tent (many verbs may signal events but not realis
events).

While the featurized model improves on the
baseline with an F-score of 58.3, all of the neu-
ral variants perform substantially better, generat-
ing a minimum F-score of 63.1. Although all
neural models are statistically significantly better
than the featurized model (under a bootstrap test),
the variants of a subword CNN, sentence CNN
and document context show little difference from
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each other. In contrast, a BILSTM with BERT in-
put representations clearly outperforms all other
methods with an F-score of 73.9 (an absolute im-
provement of +7.0 points over the best non-BERT
model), attesting again to the value of unsuper-
vised pre-training for supervised tasks (even in
cases where the language model itself is not op-
timized for the task).

6 Analysis

To illustrate the usefulness of event representa-
tions for the analysis of literary texts, we consider
the distinction between economic and cultural
capital originally put forth by Bourdieu (1993)
and analyzed from a computational perspective by
Algee-Hewitt et al. (2016) and Underwood (2019).
Both computational models find strong textual sig-
nals predictive of authorial prestige, measured ei-
ther by inclusion in the Oxford Dictionary of Na-
tional Biography (Algee-Hewitt et al., 2016) or by
the number of times their works were reviewed by
elite literary journals (Underwood, 2019). Both
models also consider authorial popularity, mea-
sured either by the number of times a work was
reprinted (Algee-Hewitt et al., 2016) or by the
number of times their works can be found on his-
torical bestseller lists (Underwood, 2019). While
Underwood (2019) finds that high prestige fic-
tion correlates with Harvard General Inquirer cat-
egories of KNOWLEDGE AND AWARENESS and
NATURAL OBJECTS, we can similarly ask: is there
a relationship in the depiction of realis events and
literary prestige or popularity?

To test this, we draw on data from Underwood
(2019), selecting the 100 authors identified in that
work with the highest and lowest prestige, respec-
tively. In total, 44 of the high prestige authors and
29 of the low prestige authors are present in the
Project Gutenberg corpus. We select any works of
fiction by these authors that are present in Guten-
berg, limiting the maximum number of novels per
author to 10. This yields 190 novels in the high
prestige class and 159 in the low prestige class.
Since Project Gutenberg has wider representation
of historically popular texts than unpopular ones,
we select the 100 most popular authors and 500
least popular authors. 67 of the high popularity au-
thors and 68 of the low popularity authors appear
in the Gutenberg corpus. After selecting a sample
of the high popularity texts while again limiting
per author novel totals to 10, this yields 182 nov-

els in the high popularity class and 173 in the low
popularity class.

We run the best-performing literary event detec-
tion model identified above (a bidirectional LSTM
with BERT token representations) on each novel,
and carry out two related analyses on the output.
First, to estimate the overall incidence of realis
events, we simply calculate the average event ra-
tio in each novel (the number of realis events nor-
malized by the number of tokens); second, to cap-
ture the pacing of realis events more concretely
in terms of actual tokens, we invert this metric
to calculate the event distance (how many tokens
one would have to read on average before coming
across an event token).

Class Ratio Distance

High prestige 4.6 [4.4-4.7]1 | 23.4 [22.4-24.5]
Low prestige 5.51[5.3-5.6] | 19.2[18.2-20.1]
High popularity | 4.6 [4.4-4.8] | 23.2 [22.3-24.1]
Low popularity | 4.5 [4.3-4.7] | 25.0 [21.9-28.1]

Table 4: Mean event ratios (event tokens / total tokens)
and mean event distances (total tokens / event tokens)
calculated over all novels in each class. All metrics are
reported with 95% confidence intervals.

The results of these analyses are shown in Ta-
ble 4. We would expect that the pulp novels of
Edgar Rice Burroughs would contain more physi-
cal description and concrete events than the more
meditative novels of Henry James, James Joyce,
and Kate Chopin, and we find this to be the case:
authors with low prestige use 20% more concrete
events in their works (the difference in both met-
rics between the two groups is statistically signif-
icant at p < 0.05). For the popularity dimension,
however, the results on both metrics are statisti-
cally indistinguishable.

Although it is difficult to draw definitive conclu-
sions based on these results, the outcome for the
prestige dimension in particular indicates a com-
pelling line of inquiry. In fact, the results in Ta-
ble 4 only tell half the story. As Figure 1 demon-
strates, the most marked distinction for event ra-
tios in high prestige and low prestige novels is
not the mean but rather the spread. High pres-
tige novels appear to have greater variability in the
percentage of realis events (particularly skewed to
lower ratios), whereas the percentage for low pres-
tige novels, with the exception of a few outliers,
remains within a smaller range. This variability
suggests that, as one might expect, prestigious au-
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thors tend to conform less programmatically to a
regular frequency of realis events. Put differently,
prestigious novels don’t have the same constraints
as less prestigious ones in maintaining our atten-
tion through something happening in the narrative.
While many prestigious novels have event ratios in
line with novels lacking prestige, prestigious au-
thors appear to have a higher degree of freedom
when it comes to the overall eventfulness of their
works.

[

Event ratio

o

I
I I

N}

High p'restige Low p'restige

Figure 1: Violin plot of event ratios for novels in the
prestige category.

7 Conclusion

We present in this work a new dataset for the rep-
resentation of events in literary texts in order to
bridge the gap between previous efforts to repre-
sent fact-based accounts in news (along with con-
temporary models trained on that data) and the de-
mands of literary scholars for the computational
analysis of the micro-narratives that comprise plot.

The relatively straightforward application of our
model to the analysis of authorial prestige shows
how identifying realis events can help to uncover
some important and overlooked aspects of novel-
istic narrative. To the best of our knowledge, no
previous technical or theoretical work has specif-
ically examined the function that events with as-
serted realis play in the structure of literary fic-
tion. Yet simply by analyzing the ratio of realis

events, one can capture a meaningful distinction
between novels written by authors whose works
are reviewed by elite literary journals and those
written by authors whose work is not. We hope
this initial application inspires further research by
literary scholars and computational humanists in
the future.

All event annotations are freely available
for public use under a Creative Commons
Sharealike license at https://github.com/
dbamman/litbank. Code to support this work
can be found at: https://github.com/
dbamman/ACL2019-1iterary-events.
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