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Abstract

We propose a data-to-text generation model
with two modules, one for tracking and the
other for text generation. Our tracking mod-
ule selects and keeps track of salient infor-
mation and memorizes which record has been
mentioned. Our generation module generates
a summary conditioned on the state of track-
ing module. Our model is considered to simu-
late the human-like writing process that gradu-
ally selects the information by determining the
intermediate variables while writing the sum-
mary. In addition, we also explore the ef-
fectiveness of the writer information for gen-
eration. Experimental results show that our
model outperforms existing models in all eval-
uation metrics even without writer informa-
tion. Incorporating writer information fur-
ther improves the performance, contributing to
content planning and surface realization.

1 Introduction

Advances in sensor and data storage technolo-
gies have rapidly increased the amount of data
produced in various fields such as weather, fi-
nance, and sports. In order to address the infor-
mation overload caused by the massive data, data-
to-text generation technology, which expresses the
contents of data in natural language, becomes
more important (Barzilay and Lapata, 2005). Re-
cently, neural methods can generate high-quality
short summaries especially from small pieces of
data (Liu et al., 2018).

Despite this success, it remains challenging
to generate a high-quality long summary from
data (Wiseman et al., 2017). One reason for the
difficulty is because the input data is too large for
a naive model to find its salient part, i.e., to deter-
mine which part of the data should be mentioned.

*Work was done during the internship at Artificial Intel-
ligence Research Center, AIST

In addition, the salient part moves as the sum-
mary explains the data. For example, when gen-
erating a summary of a basketball game (Table 1
(b)) from the box score (Table 1 (a)), the input
contains numerous data records about the game:
e.g., Jordan Clarkson scored 18 points. Existing
models often refer to the same data record mul-
tiple times (Puduppully et al., 2019). The mod-
els may mention an incorrect data record, e.g.,
Kawhi Leonard added 19 points: the summary
should mention LaMarcus Aldridge, who scored
19 points. Thus, we need a model that finds salient
parts, tracks transitions of salient parts, and ex-
presses information faithful to the input.

In this paper, we propose a novel data-to-
text generation model with two modules, one for
saliency tracking and another for text generation.
The tracking module keeps track of saliency in the
input data: when the module detects a saliency
transition, the tracking module selects a new data
record' and updates the state of the tracking mod-
ule. The text generation module generates a doc-
ument conditioned on the current tracking state.
Our model is considered to imitate the human-like
writing process that gradually selects and tracks
the data while generating the summary. In ad-
dition, we note some writer-specific patterns and
characteristics: how data records are selected to be
mentioned; and how data records are expressed as
text, e.g., the order of data records and the word
usages. We also incorporate writer information
into our model.

The experimental results demonstrate that, even
without writer information, our model achieves
the best performance among the previous models
in all evaluation metrics: 94.38% precision of re-
lation generation, 42.40% F1 score of content se-
lection, 19.38% normalized Damerau-Levenshtein

"We use ‘data record’ and ‘relation’ interchangeably.
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Distance (DLD) of content ordering, and 16.15%
of BLEU score. We also confirm that adding
writer information further improves the perfor-
mance.

2 Related Work

2.1 Data-to-Text Generation

Data-to-text generation is a task for generating de-
scriptions from structured or non-structured data
including sports commentary (Tanaka-Ishii et al.,
1998; Chen and Mooney, 2008; Taniguchi et al.,
2019), weather forecast (Liang et al., 2009; Mei
et al., 2016), biographical text from infobox in
Wikipedia (Lebret et al., 2016; Sha et al., 2018;
Liu et al., 2018) and market comments from stock
prices (Murakami et al., 2017; Aoki et al., 2018).

Neural generation methods have become the
mainstream approach for data-to-text generation.
The encoder-decoder framework (Cho et al., 2014;
Sutskever et al., 2014) with the attention (Bah-
danau et al., 2015; Luong et al., 2015) and copy
mechanism (Gu et al., 2016; Gulcehre et al., 2016)
has successfully applied to data-to-text tasks.
However, neural generation methods sometimes
yield fluent but inadequate descriptions (Tu et al.,
2017). In data-to-text generation, descriptions in-
consistent to the input data are problematic.

Recently, Wiseman et al. (2017) introduced
the ROTOWIRE dataset, which contains multi-
sentence summaries of basketball games with box-
score (Table 1). This dataset requires the selection
of a salient subset of data records for generating
descriptions. They also proposed automatic evalu-
ation metrics for measuring the informativeness of
generated summaries.

Puduppully et al. (2019) proposed a two-stage
method that first predicts the sequence of data
records to be mentioned and then generates a
summary conditioned on the predicted sequences.
Their idea is similar to ours in that the both con-
sider a sequence of data records as content plan-
ning. However, our proposal differs from theirs
in that ours uses a recurrent neural network for
saliency tracking, and that our decoder dynami-
cally chooses a data record to be mentioned with-
out fixing a sequence of data records.

2.2 Memory modules

The memory network can be used to maintain
and update representations of the salient informa-
tion (Weston et al., 2015; Sukhbaatar et al., 2015;

Graves et al., 2016). This module is often used
in natural language understanding to keep track
of the entity state (Kobayashi et al., 2016; Hoang
et al., 2018; Bosselut et al., 2018).

Recently, entity tracking has been popular for
generating coherent text (Kiddon et al., 2016; Ji
et al., 2017; Yang et al., 2017; Clark et al., 2018).
Kiddon et al. (2016) proposed a neural checklist
model that updates predefined item states. Ji et al.
(2017) proposed an entity representation for the
language model. Updating entity tracking states
when the entity is introduced, their method selects
the salient entity state.

Our model extends this entity tracking module
for data-to-text generation tasks. The entity track-
ing module selects the salient entity and appropri-
ate attribute in each timestep, updates their states,
and generates coherent summaries from the se-
lected data record.

3 Data

Through careful examination, we found that in the
original dataset ROTOWIRE, some NBA games
have two documents, one of which is sometimes in
the training data and the other is in the test or val-
idation data. Such documents are similar to each
other, though not identical. To make this dataset
more reliable as an experimental dataset, we cre-
ated a new version.

We ran the script provided by Wiseman et al.
(2017), which is for crawling the ROTOWIRE
website for NBA game summaries. The script col-
lected approximately 78% of the documents in the
original dataset; the remaining documents disap-
peared. We also collected the box-scores associ-
ated with the collected documents. We observed
that some of the box-scores were modified com-
pared with the original ROTOWIRE dataset.

The collected dataset contains 3,752 instances
(i.e., pairs of a document and box-scores). How-
ever, the four shortest documents were not sum-
maries; they were, for example, an announcement
about the postponement of a match. We thus
deleted these 4 instances and were left with 3,748
instances. We followed the dataset split by Wise-
man et al. (2017) to split our dataset into train-
ing, development, and test data. We found 14 in-
stances that didn’t have corresponding instances in
the original data. We randomly classified 9, 2, and
3 of those 14 instances respectively into training,
development, and test data. Finally, the sizes of
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TEAM H/V WIN LOSS PTS REB AST FG.PCT FG3.PCT ... The Milwaukee Bucks defeated the New York Knicks,
105-104, at Madison Square Garden on Wednesday. The
KNIcks H 16 19 104 46 26 45 46 Knicks (16-19) checked in to Wednesday’s contest looking
Bucks V18 16 105 42 20 47 32 to snap a five-game losing streak and heading into the fourth
quarter, they looked like they were well on their way to that
goal. ... Antetokounmpo led the Bucks with 27 points, 13
PLAYER H/V PTs REB AST BLK STL MIN City rebounds, four assists, a steal and three blocks, his second
CARMELO ANTHONY H 30 1 7 0 2 37 NEW YORK ... consecutive double—dpubla Greg quroe fictga]ly checked
- ) in as the second-leading scorer and did so in his customary
DERRICK ROSE H 15 3 4 0 1 33 NEW YORK ... . . N . .
bench role, posting 18 points, along with nine boards, four
COURTNEY LEE H 11 2 3 1 1 38 NEWYORK ... . i . .
) assists, three steals and a block. Jabari Parker contributed
GIANNIS ANTETOKOUNMPO V27 13 4 3 1 39 MILWAUKEE ... o \ e )
15 points, four rebounds, three assists and a steal. Malcolm
GREG MONROE v 18 9 4 1 3 31 MILWAUKEE ... : . . . .
- Brogdon went for 12 points, eight assists and six rebounds.
JABARI PARKER vV 15 4 3 0 1 37 MILWAUKEE ... . . A
Mirza Teletovic was productive in a reserve role as well,
MALCOLM BROGDON v 12 6 8 0 0 38 MILWAUKEE ... . .
generating 13 points and a rebound. ... Courtney Lee
MIRZA TELETOVIC V 13 1 0 0 0 21 MILWAUKEE ... S o S
JOHN HENSON v 2 2 0 0 0 14 MILWAUKEE checked in with 11 points, three assists, two rebounds, a
T steal and a block. ... The Bucks and Knicks face off once
""" again in the second game of the home-and-home series, with
. . the meeting taking place Friday night in Milwaukee.
(a) Box score: Top contingency table shows number of wins and

(. J

losses and summary of each game. Bottom table shows statistics

of each player such as points scored (PLAYER’s PTS), and total

rebounds (PLAYER’s REB).

(b) NBA basketball game summary: Each summary
consists of game victory or defeat of the game and
highlights of valuable players.

Table 1: Example of input and output data: task defines box score (1a) used for input and summary document of
game (1b) used as output. Extracted entities are shown in bold face. Extracted values are shown in green.

t \ 199 200 201 202 203 204 205 206 207 208 209
Y: \ Jabari Parker contributed 15 points four rebounds three assists
Zy 1 1 0 1 0 0 1 0 0 1 0
B JABARI JABARI . JABARI . . JABARI . . JABARI )

t PARKER PARKER PARKER PARKER PARKER
A; | FIRSTNAME LAST NAME - PLAYER PTS - - PLAYER REB - - PLAYER AST -
Ny - - - 0 - - 1 - . 1 -

Table 2: Running example of our model’s generation process. At every time step ¢, model predicts each random
variable. Model firstly determines whether to refer to data records (Z; = 1) or not (Z; = 0). If random variable
Zy = 1, model selects entity Fy, its attribute A; and binary variables NV, if needed. For example, at ¢ = 202, model
predicts random variable Zsg2 = 1 and then selects the entity JABARI PARKER and its attribute PLAYER PTS.
Given these values, model outputs token 15 from selected data record.

our training, development, test dataset are respec-
tively 2,714, 534, and 500. On average, each sum-
mary has 384 tokens and 644 data records. Each
match has only one summary in our dataset, as
far as we checked. We also collected the writer
of each document. Our dataset contains 32 differ-
ent writers. The most prolific writer in our dataset
wrote 607 documents. There are also writers who
wrote less than ten documents. On average, each
writer wrote 117 documents. We call our new
dataset ROTOWIRE-MODIFIED.?

4 Saliency-Aware Text Generation

At the core of our model is a neural language
model with a memory state h*™ to generate a
summary y1.7 = (y1,-..,yr) given a set of data
records . Our model has another memory state
hENT which is used to remember the data records

2For information about the dataset, please follow
this  link: https://github.com/aistairc/
rotowire-modified

that have been referred to. hENT is also used to up-
date h"M, meaning that the referred data records
affect the text generation.

Our model decides whether to refer to x, which
data record r € a to be mentioned, and how to ex-
press a number. The selected data record is used to
update hENT. Formally, we use the four variables:

1. Z;: binary variable that determines whether the
model refers to input & at time step t (Z; = 1).

2. E;: At each time step t, this variable indi-
cates the salient entity (e.g., HAWKS, LEBRON
JAMES).

3. A;: At each time step t, this variable indicates
the salient attribute to be mentioned (e.g., PTS).

4. Ny If attribute A; of the salient entity F is
a numeric attribute, this variable determines if
a value in the data records should be output in
Arabic numerals (e.g., 50) or in English words
(e.g., five).
To keep track of the salient entity, our model

predicts these random variables at each time step
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t through its summary generation process. Run-
ning example of our model is shown in Table 2
and full algorithm is described in Appendix A. In
the following subsections, we explain how to ini-
tialize the model, predict these random variables,
and generate a summary. Due to space limitations,
bias vectors are omitted.

Before explaining our method, we describe our
notation. Let £ and A denote the sets of en-
tities and attributes, respectively. Each record
r € x consists of entity e € &, attribute a € A,
and its value x[e, a], and is therefore represented
as r = (e,a,xle,a]). For example, the box-
score in Table 1 has a record r such that e =
ANTHONY DAVIS, a = PTS, and x[e, a] = 20.

4.1 Initialization

Let r denote the embedding of data record r € x.
Let e denote the embedding of entity e. Note that
€ depends on the set of data records, i.e., it de-
pends on the game. We also use e for static em-
bedding of entity e, which, on the other hand, does
not depend on the game.

Given the embedding of entity e, attribute a,
and its value v, we use the concatenation layer
to combine the information from these vectors
to produce the embedding of each data record
(e,a,v), denoted as 7. 4, as follows:

Teap = tanh (WR(G@CL@’U>) , (D
where @ indicates the concatenation of vectors,
and WR denotes a weight matrix.?

We obtain € in the set of data records x, by sum-
ming all the data-record embeddings transformed
by a matrix:

e = tanh (Z Wgre,a,fc[eaa]> ) @

acA

where W2 is a weight matrix for attribute a.
Since e depends on the game as above, € is sup-
posed to represent how entity e played in the game.

To initialize the hidden state of each module, we
use embeddings of <SoD> for h™ and averaged
embeddings of e for hENT,

4.2 Saliency transition

Generally, the saliency of text changes during text
generation. In our work, we suppose that the

3We also concatenate the embedding vectors that repre-
sents whether the entity is in home or away team.

saliency is represented as the entity and its at-
tribute being talked about. We therefore propose
a model that refers to a data record at each time-
point, and transitions to another as text goes.

To determine whether to transition to another
data record or not at time ¢, the model calculates
the following probability:

p(Ze = 1| b ™) = o(W. (k™) @ ™)),

3)

where o(+) is the sigmoid function. If p(Z; = 1 |
hiM | RENT) is high, the model transitions to an-
other data record.

When the model decides to transition to another,
the model then determines which entity and at-
tribute to refer to, and generates the next word
(Section 4.3). On the other hand, if the model de-
cides not transition to another, the model generates
the next word without updating the tracking states
hiNT = hiNT (Section 4.4).

4.3 Selection and tracking

When the model refers to a new data record
(Z; = 1), it selects an entity and its attribute. It
also tracks the saliency by putting the informa-
tion about the selected entity and attribute into the
memory vector hENT. The model begins to select
the subject entity and update the memory states if
the subject entity will change.

Specifically, the model first calculates the prob-
ability of selecting an entity:

p(Er=e| h’t 1s hENT)

N exp (hENTWOLDh’t—l) ifee &1 @)
exp (eWNEVRM) otherwise

where & _1 is the set of entities that have already
been referred to by time step ¢, and s is defined as
s = max{s:s <t—1,e= e}, which indicates
the time step when this entity was last mentioned.

The model selects the most probable entity as
the next salient entity and updates the set of enti-
ties that appeared (&, = &1 U {e;}).

If the salient entity changes (e; # e;—1), the
model updates the hidden state of the tracking
model hENT with a recurrent neural network with
a gated recurrent unit (GRU; Chung et al., 2014):

hENT if e = e;1
= { GruE(e, hEY])  elseife; & &1
GRUE(WSRENT RENTY  otherwise.

®)

ENT/
ht
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Note that if the selected entity at time step ¢, e, is
identical to the previously selected entity e;_1, the
hidden state of the tracking model is not updated.

If the selected entity e; is new (e; & & _1), the
hidden state of the tracking model is updated with
the embedding e of entity e; as input. In contrast,
if entity e; has already appeared in the past (e; €
&i—1) but is not identical to the previous one (e; #
et—1), we use hENT (ie., the memory state when
this entity last appeared) to fully exploit the local
history of this entity.

Given the updated hidden state of the tracking
model hENT, we next select the attribute of the
salient entity by the following probability:

p(Ar=a| e, B, RN 6)
o exp (ret,a’w[eha} WATTR(pIM o hENT )) )

After selecting ay, i.e., the most probable attribute
of the salient entity, the tracking model updates the
memory state hi\" with the embedding of the data
record T¢, 4, zle,,q,] INtroduced in Section 4.1:

hFNT = GRUA(Tet,at,m[et,at]a hENT ) (7)

4.4 Summary generation

Given two hidden states, one for language model
hiM and the other for tracking model hENT, the
model generates the next word ;. We also incor-
porate a copy mechanism that copies the value of
the salient data record x[e;, a].

If the model refers to a new data record (Z; =
1), it directly copies the value of the data record
xlet, a;]. However, the values of numerical at-
tributes can be expressed in at least two different
manners: Arabic numerals (e.g., /4) and English
words (e.g., fourteen). We decide which one to use
by the following probability:

(Nt =1 | ht 1,htENT) = (WN(ht 1D hENT))
3)

where W is a weight matrix. The model then
updates the hidden states of the language model:

= tanh (WH(R{M & REYT)), (9

where W is a weight matrix.

If the salient data record is the same as the pre-
vious one (Z; = 0), it predicts the next word y; via
a probability over words conditioned on the con-
text vector b}

p(Y: | b)) = softmax(WYh}).  (10)

Subsequently, the hidden state of language model
h'M is updated:

hM = LSTM(y, ® hy, ™), (1)

where y, is the embedding of the word generated
at time step ¢.*

4.5 Incorporating writer information

We also incorporate the information about the
writer of the summaries into our model. Specif-
ically, instead of using Equation (9), we concate-
nate the embedding w of a writer to ht™ @ hENT
to construct context vector h:

h; = tanh (WH(R(M & BN @ w)),  (12)

where WH is a new weight matrix. Since this new
context vector h; is used for calculating the proba-
bility over words in Equation (10), the writer infor-
mation will directly affect word generation, which
is regarded as surface realization in terms of tra-
ditional text generation. Simultaneously, context
vector h} enhanced with the writer information is
used to obtain h-M, which is the hidden state of
the language model and is further used to select the
salient entity and attribute, as mentioned in Sec-
tions 4.2 and 4.3. Therefore, in our model, the
writer information affects both surface realization
and content planning.

4.6 Learning objective

We apply fully supervised training that maximizes
the following log-likelihood:

10gP(Y1-T, Zv.r, Evr, Avr, Nior | @)

Zlogp (Ze = z | REM, RENT)
t=1

+ Y logp(Er = e | h™, REY)
t:Zy=1

+ Z log p(A; = az | e, hEM, RENT)
t:Zy=1

>

t:Zy=1,a4is num_attr

+ Y logp(Y; =y | hy)
t:Z+=0

log p(Ny = ny | Ry™, RPNT)

“In our initial experiment, we observed a word repetition
problem when the tracking model is not updated during gen-
erating each sentence. To avoid this problem, we also update
the tracking model with special trainable vectors vrgrrEsH
to refresh these states after our model generates a period:
hENT = GRU (vREFRE§H7 ht )
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RG cs co
Method |, by, | pg,  R% F1% | DLD% | PFEY

GoLp |27.36 93.42] 100. 100. 100. | 100. | 100.

TEMPLATES | 54.63 100. |31.01 58.85 40.61| 17.50 | 8.43

Wiseman et al. (2017) | 22.93 60.14 | 24.24 3120 2729 | 14.70 | 14.73
Puduppully et al. (2019) | 33.06 83.17 | 33.06 43.59 37.60| 16.97 | 13.96
PROPOSED | 39.05 94.43 | 35.77 52.05 42.40| 19.38 | 16.15

Table 3: Experimental result. Each metric evaluates whether important information (CS) is described accurately

(RG) and in correct order (CO).

5 Experiments

5.1 Experimental settings

We used ROTOWIRE-MODIFIED as the dataset for
our experiments, which we explained in Section 3.
The training, development, and test data respec-
tively contained 2,714, 534, and 500 games.

Since we take a supervised training approach,
we need the annotations of the random variables
(i.e., Zs, Et, A¢, and Ny) in the training data, as
shown in Table 2. Instead of simple lexical match-
ing with » € x, which is prone to errors in the
annotation, we use the information extraction sys-
tem provided by Wiseman et al. (2017). Although
this system is trained on noisy rule-based annota-
tions, we conjecture that it is more robust to errors
because it is trained to minimize the marginalized
loss function for ambiguous relations. All training
details are described in Appendix B.

5.2 Models to be compared

We compare our model’ against two baseline
models. One is the model used by Wiseman
et al. (2017), which generates a summary with an
attention-based encoder-decoder model. The other
baseline model is the one proposed by Puduppully
et al. (2019), which first predicts the sequence of
data records and then generates a summary condi-
tioned on the predicted sequences. Wiseman et al.
(2017)’s model refers to all data records every
timestep, while Puduppully et al. (2019)’s model
refers to a subset of all data records, which is pre-
dicted in the first stage. Unlike these models, our
model uses one memory vector hENT that tracks
the history of the data records, during generation.
We retrained the baselines on our new dataset. We
also present the performance of the GOLD and

5Qur code is available from https://github.com/
aistairc/sports—reporter

TEMPLATES summaries. The GOLD summary is
exactly identical with the reference summary and
each TEMPLATES summary is generated in the
same manner as Wiseman et al. (2017).

In the latter half of our experiments, we exam-
ine the effect of adding information about writers.
In addition to our model enhanced with writer in-
formation, we also add writer information to the
model by Puduppully et al. (2019). Their method
consists of two stages corresponding to content
planning and surface realization. Therefore, by
incorporating writer information to each of the
two stages, we can clearly see which part of the
model to which the writer information contributes
to. For Puduppully et al. (2019) model, we attach
the writer information in the following three ways:

1. concatenating writer embedding w with the in-
put vector for LSTM in the content planning
decoder (stage 1);

2. concatenating writer embedding w with the in-
put vector for LSTM in the text generator (stage
2);

3. using both 1 and 2 above.

For more details about each decoding stage, read-

ers can refer to Puduppully et al. (2019).

5.3 Evaluation metrics

As evaluation metrics, we use BLEU score (Pap-
ineni et al., 2002) and the extractive metrics pro-
posed by Wiseman et al. (2017), i.e., relation gen-
eration (RG), content selection (CS), and content
ordering (CO) as evaluation metrics. The extrac-
tive metrics measure how well the relations ex-
tracted from the generated summary match the
correct relations®:

The model for extracting relation tuples was trained on

tuples made from the entity (e.g., team name, city name,
player name) and attribute value (e.g., “Lakers”, “92”) ex-
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- RG: the ratio of the correct relations out of all
the extracted relations, where correct relations
are relations found in the input data records .
The average number of extracted relations is
also reported.

- CS: precision and recall of the relations ex-
tracted from the generated summary against
those from the reference summary.

- CO: edit distance measured with normalized
Damerau-Levenshtein Distance (DLD) between
the sequences of relations extracted from the
generated and reference summary.

6 Results and Discussions

We first focus on the quality of tracking model and
entity representation in Sections 6.1 to 6.4, where
we use the model without writer information. We
examine the effect of writer information in Sec-
tion 6.5.

6.1 Saliency tracking-based model

As shown in Table 3, our model outperforms all
baselines across all evaluation metrics.” One of
the noticeable results is that our model achieves
slightly higher RG precision than the gold sum-
mary. Owing to the extractive evaluation nature,
the generated summary of the precision of the rela-
tion generation could beat the gold summary per-
formance. In fact, the template model achieves
100% precision of the relation generations.

The other is that only our model exceeds the
template model regarding F1 score of the con-
tent selection and obtains the highest performance
of content ordering. This imply that the tracking
model encourages to select salient input records in
the correct order.

6.2 Qualitative analysis of entity embedding

Our model has the entity embedding e, which de-
pends on the box score for each game in addition
to static entity embedding e. Now we analyze the
difference of these two types of embeddings.

We present a two-dimensional visualizations of
both embeddings produced using PCA (Pearson,

tracted from the summaries, and the corresponding attributes
(e.g., “TEAM NAME”, “PTS”) found in the box- or line-score.
The precision and the recall of this extraction model are re-
spectively 93.4% and 75.0% in the test data.

"The scores of Puduppully et al. (2019)’s model signifi-
cantly dropped from what they reported, especially on BLEU
metric. We speculate this is mainly due to the reduced amount
of our training data (Section 3). That is, their model might be
more data-hungry than other models.

Figure 1: Illustrations of static entity embeddings e.
Players with colored letters are listed in the ranking top
100 players for the 2016-17 NBA season at https:
//www.washingtonpost.com/graphics/
sports/nba-top-100-players-2016/.

Only LeBron James is in red and the other players in
top 100 are in blue. Top-ranked players have similar
representations of e.

1901). As shown in Figure 1, which is the vi-
sualization of static entity embedding e, the top-
ranked players are closely located.

We also present the visualizations of dynamic
entity embeddings e in Figure 2. Although we
did not carry out feature engineering specific to
the NBA (e.g., whether a player scored double
digits or not)® for representing the dynamic en-
tity embedding e, the embeddings of the players
who performed well for each game have similar
representations. In addition, the change in embed-
dings of the same player was observed depending
on the box-scores for each game. For instance, Le-
Bron James recorded a double-double in a game
on April 22, 2016. For this game, his embedding
is located close to the embedding of Kevin Love,
who also scored a double-double. However, he
did not participate in the game on December 26,
2016. His embedding for this game became closer
to those of other players who also did not partici-
pate.

6.3 Duplicate ratios of extracted relations

As Puduppully et al. (2019) pointed out, a gen-
erated summary may mention the same relation
multiple times. Such duplicated relations are not
favorable in terms of the brevity of text.

Figure 3 shows the ratios of the generated sum-
maries with duplicate mentions of relations in the
development data. While the models by Wiseman
et al. (2017) and Puduppully et al. (2019) respec-

8In the NBA, a player who accumulates a double-digit
score in one of five categories (points, rebounds, assists,
steals, and blocked shots) in a game, is regarded as a good
player. If a player had a double in two of those five cate-
gories, it is referred to as double-double.
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Figure 2: Illustrations of dynamic entity embedding e. Both left and right figures are for Cleveland Cavaliers vs.

Detroit Pistons, on different dates. LeBron James is in red letters.

appeared only

in the reference summary. Entities with blue symbols appeared only in the generated summary. Entities with
green symbols appeared in both the reference and the generated summary. The others are with red symbols. O
represents player who scored in the double digits, and < represents player who recorded double-double. Players
with A did not participate in the game. o represents other players.
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Figure 3: Ratios of generated summaries with dupli-
cate mention of relations. Each label represents number
of duplicated relations within each document. While
Wiseman et al. (2017)’s model exhibited 36.0% dupli-
cation and Puduppully et al. (2019)’s model exhibited
15.8%, our model exhibited only 4.2%.

tively showed 36.0% and 15.8% as duplicate ra-
tios, our model exhibited 4.2%. This suggests that
our model dramatically suppressed generation of
redundant relations. We speculate that the track-
ing model successfully memorized which input
records have been selected in hENT.

6.4 Qualitative analysis of output examples

Figure 5 shows the generated examples from val-
idation inputs with Puduppully et al. (2019)’s
model and our model. Whereas both generations
seem to be fluent, the summary of Puduppully
et al. (2019)’s model includes erroneous relations
colored in

Specifically, the description about DERRICK
ROSE’s relations, “15 points, four assists, three
rounds and one steal in 33 minutes.”, is also used
for other entities (e.g., JOHN HENSON and WILLY
HERNAGOMEZ). This is because Puduppully et al.
(2019)’s model has no tracking module unlike our

model, which mitigates redundant references and
therefore rarely contains erroneous relations.

However, when complicated expressions such
as parallel structures are used our model also gen-
erates erroneous relations as illustrated by the un-
derlined sentences describing the two players who
scored the same points. For example, “11-point
efforts” is correct for COURTNEY LEE but not for
DERRICK ROSE. As a future study, it is necessary
to develop a method that can handle such compli-
cated relations.

6.5 Use of writer information

We first look at the results of an extension of
Puduppully et al. (2019)’s model with writer in-
formation w in Table 4. By adding w to con-
tent planning (stage 1), the method obtained im-
provements in CS (37.60 to 47.25), CO (16.97
to 22.16), and BLEU score (13.96 to 18.18). By
adding w to the component for surface realization
(stage 2), the method obtained an improvement in
BLEU score (13.96 to 17.81), while the effects on
the other metrics were not very significant. By
adding w to both stages, the method scored the
highest BLEU, while the other metrics were not
very different from those obtained by adding w
to stage 1. This result suggests that writer infor-
mation contributes to both content planning and
surface realization when it is properly used, and
improvements of content planning lead to much
better performance in surface realization.

Our model showed improvements in most met-
rics and showed the best performance by incor-
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RG Cs co
Method 4 P% | P% R% Fl1% |DLD% | C-EY
Puduppully et al. (2019) | 33.06 83.17 | 33.06 43.59 37.60| 16.97 | 13.96
+w in stage 1 28.43 84.75|45.00 49.73 47.25| 22.16 | 18.18
+w in stage 2 35.06 80.51|31.10 4528 36.87| 16.38 | 17.81
+w in stage 1 & 2 28.00 82.27|4437 4871 46.44 | 22.41 | 18.90
PROPOSED 39.05 94.38[35.77 52.05 42.40| 19.38 | 16.15
+w 30.25 92.00|50.75 59.03 54.58| 25.75 | 20.84

Table 4: Effects of writer information. w indicates that WRITER embeddings are used. Numbers in bold are the

largest among the variants of each method.

The Milwaukee Bucks defeated the New York Knicks, 105-
104, at Madison Square Garden on Wednesday evening. The
Bucks (18-16) have been one of the hottest teams in the league,
having won five of their last six games, and they have now won
six of their last eight games. The Knicks (16-19) have now
won six of their last six games, as they continue to battle for the
eighth and final playoff spot in the Eastern Conference. Giannis
Antetokounmpo led the way for Milwaukee, as he tallied 27
points, 13 rebounds, four assists, three blocked shots and one
steal, in 39 minutes . Jabari Parker added 15 points, four re-
bounds, three assists, one steal and block, and 6-of-8 from
long range. John Henson added two points, two rebounds,
assist, steals and block. John Henson was the only
other player to score in double digits for the Knicks, with
points, assists, rebounds and steal, in min-
utes. The Bucks were led by Derrick Rose, who tallied 15
points, four assists, three rebounds and one steal in 33 minutes.
Willy Hernangomez started in place of Porzingis and finished
with points, assists, rebounds and steal in
minutes. Willy Hernangomez started in place of Jose Calderon
( knee ) and responded with one rebound and block. The
Knicks were led by their starting backcourt of Carmelo An-
thony and Carmelo Anthony, but combined for just 13 points
on 5-of-16 shooting. The Bucks next head to Philadelphia to
take on the Sixers on Friday night, while the Knicks remain
home to face the Los Angeles Clippers on Wednesday.

The Milwaukee Bucks defeated the New York Knicks, 105-104, at
Madison Square Garden on Saturday. The Bucks (18-16) checked in

to Saturday’s contest with a well, outscoring the Knicks (16-19) by

a margin of 39-19 in the first quarter. However, New York by just a
25-foot lead at the end of the first quarter, the Bucks were able to pull
away, as they outscored the Knicks by a 59-46 margin into the second.
45 points in the third quarter to seal the win for New York with the

rest of the starters to seal the win. The Knicks were led by Giannis
Antetokounmpo, who tallied a game-high 27 points, to go along with
13 rebounds, four assists, three blocks and a steal. The game was

a crucial night for the Bucks’ starting five, as the duo was the most
effective shooters, as they posted Milwaukee to go on a pair of low
low-wise (Carmelo Anthony) and Malcolm Brogdon. Anthony added
11 rebounds, seven assists and two steals to his team-high scoring total.
Jabari Parker was right behind him with 15 points, four rebounds,
three assists and a block. Greg Monroe was next with a bench-leading
18 points, along with nine rebounds, four assists and three steals.
Brogdon posted 12 points, eight assists, six rebounds and a steal.
Derrick Rose and Courtney Lee were next with a pair of {11/ 11}
-point efforts. Rose also supplied four assists and three rebounds, while
Lee complemented his scoring with three assists, a rebound and a steal.
John Henson and Mirza Teletovic were next with a pair of {two / }

-point efforts. Teletovic also registered 13 points, and he added a re-
bound and an assist. Jason Terry supplied eight points, three rebounds
and a pair of steals. The Cavs remain in last place in the Eastern
Conference’s Atlantic Division. They now head home to face the
Toronto Raptors on Saturday night.

(a) Puduppully et al. (2019)

(b) Our model

Table 5: Example summaries generated with Puduppully et al. (2019)’s model (left) and our model (right). Names
in bold face are salient entities. Blue numbers are correct relations derived from input data records but are not

observed in reference summary.
mentioned in reference summary.

porating writer information w. As discussed in
Section 4.5, w is supposed to affect both content
planning and surface realization. Our experimen-
tal result is consistent with the discussion.

7 Conclusion

In this research, we proposed a new data-to-text
model that produces a summary text while track-
ing the salient information that imitates a human-
writing process. As a result, our model outper-
formed the existing models in all evaluation mea-
sures. We also explored the effects of incorpo-
rating writer information to data-to-text models.
With writer information, our model successfully

are incorrect relations. Green numbers are correct relations

generated highest quality summaries that scored
20.84 points of BLEU score.
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A Algorithm

The generation process of our model is shown
in Algorithm 1. For a concise description, we
omit the condition for each probability notation.
<SoD> and <EoD> represent “start of the doc-
ument” and “end of the document”, respectively.

B Experimental settings

We set the dimensions of the embeddings to 128,
and those of the hidden state of RNN to 512 and all
of parameters are initialized with the Xavier ini-
tialization (Glorot and Bengio, 2010). We set the
maximum number of epochs to 30, and choose the
model with the highest BLEU score on the devel-
opment data. The initial learning rate is 2e-3 and
AMSGrad is also used for automatically adjusting
the learning rate (Reddi et al., 2018). Our imple-
mentation uses DyNet (Neubig et al., 2017).
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Algorithm 1: Generation process

Input: Data records s,
Annotations Z1.p, E1.p, A1.7, N1.1
1 Initialize {r¢ 4.0 }rem> {€}ecss AG™, heN"
2t+0
3 e, Yt < NONE, < SoD >
4 while y; #< EoD > do

5 t—t+1
6 if p(Z; = 1) > 0.5 then
/* Select the entity
7 e; + argmax p(E; = e})
8 ife; & £ then
/* If e; is a new entity
9 RPN  GRUE (&, RENT)
10 515 — (C/'t_l U {et}
1 else if ¢; # e, then
/+* If e; has been observed before, but is different from

the previous one.
12 hENT « GRUE(WIRENT REND),
13 where s = max{s:s <t —1,e=¢e4}
14 else
15 ‘ hENT" < pENT

/+ Select an attribute for the entity, e;.

16 a; +— argmax p(A; = a})
17 hENT < GRUA(ret,at,m[et,at]v hENT,)
18 if a; is a number attribute then
19 if p(Ny = 1) > 0.5 then
20 ‘ y¢ < numeral of x[e, as
21 else
2 ‘ Yp < x[ey, ar
23 end
24 else
25 ‘ Yr < xler, aql
2 h « tanh (W (h{M & h{NT))
27 hiM « Lst™(y, @ h}, h'™)
28 else
29 er,ap, hENT « e, 1, a;_1, hENT
30 h; « tanh (W (h[M @ RENT))
31 yp < argmax p(Y;)
£ hiM « Lst™(y, @ h}, h'™)
33 end
34 if y; is “.” then
3 hENT « GRU” (vrgeresn, hiNT)
36 end

37 return yi.;—1;

*/

*/
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