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Abstract

Word embedding models have gained a lot of
traction in the Natural Language Processing
community, however, they suffer from unin-
tended demographic biases. Most approaches
to evaluate these biases rely on vector space
based metrics like the Word Embedding Asso-
ciation Test (WEAT). While these approaches
offer great geometric insights into unintended
biases in the embedding vector space, they
fail to offer an interpretable meaning for how
the embeddings could cause discrimination in
downstream NLP applications. In this work,
we present a transparent framework and met-
ric for evaluating discrimination across pro-
tected groups with respect to their word em-
bedding bias. Our metric (Relative Negative
Sentiment Bias, RNSB) measures fairness in
word embeddings via the relative negative sen-
timent associated with demographic identity
terms from various protected groups. We show
that our framework and metric enable useful
analysis into the bias in word embeddings.

1 Introduction

Word embeddings have established themselves as
an integral part of Natural Language Processing
(NLP) applications. Unfortunately word embed-
dings have also introduced unintended biases that
could cause downstream NLP systems to be un-
fair. Recent studies have shown that word embed-
dings exhibit unintended gender and stereotype bi-
ases inherent in the training corpus. Bias can be
defined as an unfair expression of prejudice for
or against a person, a group, or an idea. Bias is a
broad term, which covers a range of problems par-
ticularly relevant in natural language systems such
as, discriminatory gender bias (Bolukbasi et al.,
2016a; Zhao et al., 2017), bias against regionally
accented speech (Najafian et al., 2016, 2017), per-
sonal or political view bias (Iyyer et al., 2014; Re-
casens et al., 2013), and many other examples. In

Figure 1: 2-D PCA embeddings for positive/negative
sentiment words and a set of national origin identity
terms. Geometrically, it is difficult to parse how these
embeddings can lead to discrimination.

our work, we restrict our definition of bias to un-
equal distributions of negative sentiment among
demographic identity terms in word embeddings.
One could also look at unequal distributions of
positive sentiment, but for this work we restrict
ourselves to the negative case.

Sentiment analysis makes up a large portion of
current NLP systems. Therefore, preventing neg-
ative sentiment from mixing with sensitive at-
tributes (i.e. race, gender, religion) in word em-
beddings is needed to prevent discrimination in
ML models using the embeddings. As studied in
(Packer et al., 2018), unintentionally biased word
embeddings can have adverse consequences when
deployed in applications, such as movie sentiment
analyzers or messaging apps.

Negative sentiment can be unfairly entangled
in the word embeddings, and detecting this unin-
tended bias is a difficult problem. We need clear
signals to evaluate which groups are discriminated
against due to the bias in an embedding model.
That way we can pinpoint where to mitigate those
biases. To demonstrate this need for clear signals



of bias in word embeddings, we look at Figure
1. Figure 1 shows a 2D word embedding pro-
jection of positive sentiment (green) and negative
sentiment (red) words. It would be unfair for any
given demographic identity word vector (blue) to
be more semantically related to negative terms
than the other identities. However, many identity
terms exist closer to negative words than other
identity terms in the vector space. This bias may
affect a downstream ML model, but the vector
space has no absolute interpretable meaning, es-
pecially when it comes to whether this embedding
model will lead to a unfairly discriminative algo-
rithm. Our framework enables transparent insights
into word embedding bias by instead viewing the
output of a simple logistic regression algorithm
trained on an unbiased positive/negative word sen-
timent dataset initialized with biased word vec-
tors. We use this framework to create a clear metric
for unintended demographic bias in word embed-
dings.

2 Prior Work

Researchers have found a variety of ways in which
dangerous unintended bias can show up in NLP
applications (Blodgett and O’Connor, 2017; Hovy
and Spruit, 2016; Tatman, 2017). Mitigating such
biases is a difficult problem, and researchers have
created many ways to make fairer NLP appli-
cations. Much of the focus for mitigating unin-
tended bias in NLP is either targeted at reduc-
ing gender stereotypes in text (Bolukbasi et al.,
2016b,a; Zhao et al., 2017; Zhang et al., 2018),
or inequality of sentiment or toxicity for vari-
ous protected groups (Caliskan-Islam et al., 2016;
Bakarov, 2018; Dixon et al.; Garg et al., 2018; Kir-
itchenko and Mohammad, 2018).

More specifically, word embeddings has been
an area of focus for evaluating unintended bias.
(Bolukbasi et al., 2016b) defines a useful metric
for identifying gender bias and (Caliskan-Islam
et al., 2016) defines a metric called the WEAT
score for evaluating unfair correlations with sen-
timent for various demographics in text.

Unfortunately metrics like these leverage vector
space arguments between only two identities at a
time like man vs woman (Bolukbasi et al., 2016a),
or European American names vs. African Ameri-
can names (Caliskan-Islam et al., 2016). Though
geometrically intuitive, these tests do not have a
direct relation to discrimination in general. Our

framework and RNSB metric enable a clear eval-
uation of discrimination with respect to word em-
bedding bias for a whole class of demographics.

3 Methods

We present our framework for understanding
and evaluating unintentional demographic bias
in word embeddings. We first describe the flow
of our framework. Then, we address which
datasets/models were chosen for our approach. Fi-
nally, we show how our framework can enable
analysis and new metrics like RNSB.

3.1 Framework

Figure 2: We isolate unintended bias to the word em-
beddings by training a logistic regression classifier on a
unbiased positive/negative word sentiment dataset (ini-
tialized with the biased word embeddings). We mea-
sure word embedding bias by analyzing the predicted
probability of negative sentiment for identity terms.

Our framework enables the evaluation of unin-
tended bias in word embeddings through the re-
sults of negative sentiment predictions. Our frame-
work has a simple layout. Figure 2 shows the
flow of our system. We first use the embedding
model we are trying to evaluate to initialize vec-
tors for an unbiased positive/negative word senti-
ment dataset. Using this dataset, we train a logistic
classification algorithm to predict the probability
of any word being a negative sentiment word. Af-
ter training, we take a set of neutral identity terms
from a protected group (i.e. national origin) and
predict the probability of negative sentiment for
each word in the set. Neutral identity terms that
are unfairly entangled with negative sentiment in
the word embeddings will be classified like their
neighboring sentiment words from the sentiment
dataset. We leverage this set of negative senti-
ment probabilities to summarize unintended de-
mographic bias using RNSB.



3.2 Models and Data

We evaluate three pretrained embedding mod-
els: GloVe (Pennington et al., 2014), Word2vec
(Mikolov et al., 2013) (trained on the large Google
News corpus), and ConceptNet (Speer et al.,
2017). GloVe and Word2vec embeddings have
been shown to contain unintended bias in (Boluk-
basi et al., 2016a; Caliskan-Islam et al., 2016).
ConceptNet has been shown to be less biased than
these models (Speer, 2017) due to the mixture of
curated corpora used for training. As part of our
pipeline, we also use a labeled positive/negative
sentiment training set (Hu and Liu, 2004). This
dataset has been shown to be a trustworthy lexicon
for negative and positive sentiment words (Pang
et al., 2008; Liu, 2012; Wilson et al., 2005). We
trust these labels to be unbiased so that we may
isolate the unintended biases entering our system
to the word embeddings. Finally, we use a sim-
ple logistic regression algorithm to predict nega-
tive sentiment. Although the choice of ML model
can have an impact on fairness for sentiment ap-
plications as shown in (Kiritchenko and Moham-
mad, 2018), we choose a simple ML model to limit
the possible unintended biases introduced down-
stream from our word embeddings.

3.3 Bias Analysis: RNSB

We now present our metric for unintended de-
mographic bias, RNSB. For gold standard la-
beled positive/negative sentiment words, (xi, yi),
in training set, S, where xi is a word vector from
a possibly biased word embedding model, we find
the minimizer, f∗(xi) = σ(wTxi), for the logistic
loss, l, and learned weights, w.

minw∈Rd

n∑
i=0

l(yi, w
Txi) + λ‖w‖2, λ > 0

Then for a set,K = {k1, ..., kt}, of t demographic
identity word vectors from a particular protected
group (i.e. national origin, religion, etc.), we de-
fine a set, P , containing the predicted negative
sentiment probability via minimizer, f∗, normal-
ized to be one probability mass.

P =

{
f∗(k1)∑t
i=1 f

∗(ki)
, ...,

f∗(kt)∑t
i=1 f

∗(ki)

}

Thus, our metric,RNSB(P ), is defined as the KL
divergence of P from U , where U is the uniform

distribution for t elements.

RNSB(P ) = DKL (P‖U)

We choose our set of neutral identity terms based
on the most populous demographics for each pro-
tected group. However, due to the simplicity of
this method, one can easily adapt it to include
identity terms that suit the application in need of
analysis.

Since neutral identity terms are inherently not
associated with sentiment, it is unfair to have iden-
tity term with differing levels of negative senti-
ment. This type of discrimination can show up
in many downstream sentiment analysis appli-
cations. Thus, we want no differences between
negative sentiment predictions of various identity
terms. Mathematically, this can be represented as
a uniform distribution of negative sentiment prob-
ability for identity terms from a protected group.
Our RNSB metric captures the distance, via KL di-
vergence, between the current distribution of neg-
ative sentiment and the fair uniform distribution.
So the more fair a word embedding model with re-
spect to sentiment bias, the lower the RNSB met-
ric.

4 Results and Discussion

We evaluate our framework and metric on two
cases studies: National Origin Discrimination and
Religious Discrimination. For each case study, we
create a set of the most frequent identity terms
from the protected groups in the Wikipedia word
corpus and analyze bias with respect to these terms
via our framework. First, we compare the RNSB
metric for 3 pretrained word embeddings, show-
ing that our metric is consistent with other word
embedding analysis like WEAT (Caliskan-Islam
et al., 2016). We then show that our framework
enables an insightful view into word embedding
bias.

4.1 RNSB Metric on Word Embeddings
We vary the word embeddings used in our frame-
work and calculate the RNSB metric for each em-
bedding. The results are displayed in Table 1. For
both case studies, the bias is largest in GloVe, as
shown by the largest RNSB metric. As mentioned
earlier, ConceptNet is a state of the art model that
mixes models like GloVe and Word2vec, creating
fairer word embeddings. Through the RNSB met-
ric, one can see that the unintended demographic



Figure 3: Histograms showing relative negative sentiment probability between national origin identity terms. The
top left graph is GloVe, the top right is ConceptNet. The bottom histogram is the uniform distribution of negative
sentiment in a perfect fair scenario.

bias of these word embeddings is an order of mag-
nitude lower than GloVe or Word2vec.

Although the RNSB metric is not directly com-
parable to WEAT scores, these results are still
consistent with some of the bias predicted by
(Caliskan-Islam et al., 2016). The WEAT score
shows that word embeddings like Word2vec and
GloVe are biased with respect to national ori-
gin because European-American names are more
correlated with positive sentiment than African-
American names. RNSB captures the same types
of biases, but has a clear and larger scope, measur-
ing discrimination with respect to more than two
demographics within a protected group.

Case Study GloVe Word2Vec ConceptNet
National Origin Identity 0.6225 0.1945 0.0102

Religion Identity 0.3692 0.1026 0.0291

Table 1: Table showing our RNSB metric for various
word embeddings on two case studies. Our metric ef-
fectively predicts the unintended demographic bias in
the presented word embeddings with respect to nega-
tive sentiment.

4.2 Analyzing Unintended Demographic Bias
in Word Embeddings

Using the probability distribution of negative sen-
timent for the identity terms in a protected group,
we can gain insights into the relative risks for dis-
crimination between various demographics. Fig-
ure 3 shows three histograms. The bottom his-
togram is the uniform distribution. As described
earlier, zero unintended demographic bias with re-
spect to our definition is achieved when all the
identity terms within a protected group have equal
negative sentiment. The top two histograms show
the negative sentiment probability for each iden-
tity normalized across all terms to be a probabil-
ity distribution. The left histogram is computed
using the GloVe word embeddings, and the right

histogram is computed using the fairer Concept-
Net embeddings. One can see that certain demo-
graphics have very high negative sentiment predic-
tions, while others have very low predictions. The
ConceptNet distribution seems to equalize much
of this disparity. This type of analysis is very in-
sightful as it enables one to see which identities
are more at risk for discrimination.

A more direct way to measure how certain
groups receive similar unfair treatment is to com-
pute a correlation matrix between the vectors con-
taining negative sentiment predictions for each
identity term. We compute this matrix for the same
two cases: GloVe word embeddings (top) and
ConceptNet word embeddings (bottom) shown in
Figure 4. The GloVe word embedding correla-
tion matrix contains a lot of dark low correla-
tions between identities, as a lot of identities con-
tain small amounts of negative sentiment. But this
visual brings out that certain groups like Indian,
Mexican, and Russian have a high correlation, in-
dicating that they could be treated similarly un-
fairly in a downstream ML algorithm. This is a
useful insight that could allow a practitioner to
change to embedding training corpora to create
fairer models. For the ConceptNet word embed-
dings, we see a much more colorful heat map,
indicating there are higher correlations between
more identity terms. This hints that ConceptNet
contains less targeted discrimination via negative
sentiment. This visual also brings out slight dif-
ferences in negative sentiment prediction. Iden-
tity terms like Scottish have lower correlations
across the board, manifesting that this identity has
slightly less negative sentiment than the rest of
the identities. This is important to analyze to get
a broader context for how various identities could
receive different amounts of discrimination stem-
ming from the word embedding bias.



(a) GloVe Fairness Correlation Heatmap

(b) ConceptNet Fairness Correlation Heatmap

Figure 4: National origin correlation matrix for nega-
tive sentiment prediction using GloVe (a) and Concept-
Net (b) word embeddings. We can use these figures to
analyze how certain groups could be similarly discrim-
inated against via their negative sentiment correlation.

5 Discussion

We showed how our framework can be used in
the religious and national origin case studies. In
practice, our framework should be used to mea-
sure bias among demographics of interest for the
NLP application in question. Our RNSB metric is
a useful signal a practitioner can use to choose the
embedding model with the least amount of risk for
discrimination in their application, or even to eval-
uate what types of unintended biases exists in their
training corpora. We used our framework to evalu-
ate unintended bias with respect to sentiment, but
there exists many other types of unintended demo-
graphic bias to create clear signals for in word em-
beddings.

6 Conclusion

We presented a transparent framework for evalu-
ating unintended demographic bias in word em-
beddings. For this work our scope was limited to
unfair biases with respect to negative sentiment.
In our framework, we train a classifier on an unbi-
ased positive/negative word sentiment dataset ini-
tialized with biased word embeddings. This way,
we can observe the unfairness in the word embed-
dings at the ML prediction level. This allows us to
observe clearer signals of bias in our metric, Rel-
ative Negative Sentiment Bias (RNSB). Previous
metrics and analysis into unintended bias in word
embeddings rely on vector space arguments for
only two demographics at a time, which does not
lend itself well to evaluating real world discrimi-
nation. Our metric has a direct connection to dis-
crimination and can evaluate any number of demo-
graphics in a protected group. Finally, our frame-
work and metric reveal transparent analysis of the
unintended bias hidden in word embeddings.
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