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Abstract

Gazetteers were shown to be useful resources
for named entity recognition (NER) (Ratinov
and Roth, 2009). Many existing approaches
to incorporating gazetteers into machine learn-
ing based NER systems rely on manually de-
fined selection strategies or handcrafted tem-
plates, which may not always lead to opti-
mal effectiveness, especially when multiple
gazetteers are involved. This is especially the
case for the task of Chinese NER, where the
words are not naturally tokenized, leading to
additional ambiguities. To automatically learn
how to incorporate multiple gazetteers into an
NER system, we propose a novel approach
based on graph neural networks with a multi-
digraph structure that captures the information
that the gazetteers offer. Experiments on vari-
ous datasets show that our model is effective in
incorporating rich gazetteer information while
resolving ambiguities, outperforming previous
approaches.

1 Introduction

Previous work (Ratinov and Roth, 2009) shows
that NER is a knowledge intensive task. Back-
ground knowledge is often incorporated into an
NER system in the form of named entity (NE)
gazetteers (Seyler et al., 2018). Each gazetteer is
typically a list containing NEs of the same type.
Many earlier research efforts show that an NER
model can benefit from the use of gazetteers (Li
et al., 2005). On the one hand, the use of NE
gazetteers alleviates the need of manually label-
ing the data and can handle rare and unseen cases
(Wang et al., 2018). On the other hand, resources
of gazetteers are abundant. Many gazetteers have
been manually created by previous studies (Za-
min and Oxley, 2011). Besides, gazetteers can
also be easily constructed from knowledge bases
(e.g., Freebase (Bollacker et al., 2008)) or com-
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Figure 1: Example of Entity Matching

mercial data sources (e.g., product catalogues of
e-commence websites).

While such background knowledge can be help-
ful, in practice the gazetteers may also con-
tain irrelevant and even erroneous information
which harms the system’s performance (Chiu and
Nichols, 2016). This is especially the case for Chi-
nese NER, where enormous errors can be intro-
duced due to wrongly matched entities. Chinese
language is inherently ambiguous since the granu-
larity of words is less well defined than other lan-
guages (such as English). Thus massive wrongly
matched entities can be generated with the use of
gazetteers. As we can see from the example shown
in Figure 1, matching a simple 9-character sen-
tence with 4 gazetteers may result in 6 matched
entities, among which 2 are incorrect.

To effectively eliminate the errors, we need a
way to resolve the conflicting matches. Existing
methods often rely on hand-crafted templates or
predefined selection strategies. For example, Qi
et al. (2019) defined several n-gram templates to
construct features for each character based on dic-
tionaries and contexts. These templates are task-
specific and the lengths of the matched entities are
constrained by templates. Several selection strate-
gies are proposed, such as maximizing the total
number of matched tokens in a sentence (Shang
et al., 2018), or maximum matching with rules
(Sassano, 2014). Though general, these strategies
are unable to effectively utilize the contextual in-
formation. For example, as shown in Figure 1,
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maximizing the total number of matched tokens
in a sentence results in wrongly matched entity张
三在 (Zhang Sanzai) instead of张三 (Zhang San).

While such solutions either rely on manual ef-
forts for rules, templates or heuristics, we believe
it is possible to take a data-driven approach here
to learn how to combine gazetteer knowledge. To
this end, we propose a novel multi-digraph struc-
ture which can explicitly model the interaction of
the characters and the gazetteers. Combined with
an adapted Gated Graph Sequence Neural Net-
works (GGNN) (Li et al., 2016) and a standard
bidirectional LSTM-CRF (Lample et al., 2016)
(BiLSTM-CRF), our model learns a weighted
combination of the information from different
gazetteers and resolves matching conflicts based
on contextual information.

We summarize our contributions as follows: 1)
we propose a novel multi-digraph model to learn
how to combine the gazetteer information and to
resolve conflicting matches in learning with con-
texts. To the best of our knowledge, we are the first
neural approach to NER that models the gazetteer
information with a graph structure; 2) experimen-
tal results show that our model significantly out-
performs previous methods of using gazetteers and
the state-of-the-art Chinese NER models; 3) we
release a new dataset in the e-commerce domain.
Our code and data are publicly available1.

2 Model Architecture

The overall architecture of our model is shown in
Figure 2. Specifically, our model is comprised
of a multi-digraph, an adapted GGNN embed-
ding layer and a BiLSTM-CRF layer. The multi-
digraph explicitly models the text together with
the NE gazetteer information. The information in
such a graph representation is then transformed to
a feature representation space using an improved
GGNN structure. The encoded feature represen-
tation is then fed to a standard BiLSTM-CRF to
predict the final structured output.

Text Graph. As shown in Figure 2, given the
input sentence 张三在北京人民公园 (Zhang
San is at the Beijing People’s Park) consisting
of 9 Chinese characters and 4 gazetteers PER1,
PER2, LOC1, LOC2 (PER1 and PER2 are
gazetteers of the same type PER – “person”, but
are from different sources; similarly for LOC1

1https://github.com/PhantomGrapes/
MultiDigraphNER

𝒗𝒆𝑳𝑶𝑪𝟏

𝒗𝒆𝑷𝑬𝑹𝟐

𝑣,-

𝑣,.

𝑣,/

𝑣,0

𝑣,1

𝒗𝒔𝑳𝑶𝑪𝟏

L
S
T
M

C
R
F

Raw space
Embedding
space

GNN(𝒗𝒄𝟏 )

GNN(𝒗𝒄𝟐 )

GNN(𝒗𝒄𝟑 )

GNN(𝒗𝒄𝟒 )

GNN(𝒗𝒄𝟓 )

𝑣,7
𝑣,8

𝑣,9
𝑣,:

GNN(𝒗𝒄𝟔 )

GNN(𝒗𝒄𝟕 )

𝒗𝒔𝑷𝑬𝑹𝟐

𝒗𝒔𝑷𝑬𝑹𝟏

𝒗𝒆𝑷𝑬𝑹𝟏

GNN(𝒗𝒄𝟖 )

GNN(𝒗𝒄𝟗 )

䑳 ┩ ⵌ ☓ ☭ 宑 ⪫ ㎢㐃
𝑐@ 𝑐A 𝑐B 𝑐C 𝑐D 𝑐E 𝑐F 𝑐G 𝑐H

𝒗𝒔𝑳𝑶𝑪𝟐

𝒗𝒆𝑳𝑶𝑪𝟐

Figure 2: System architecture

and LOC2). We construct nodes as follows. We
first use 9 nodes to represent the complete sen-
tence, where each Chinese character corresponds
to one node. We also use another 4 pairs of nodes
(8 in total) for capturing the information from the
4 gazetteers, where each pair corresponds to the
start and end of every entity matched by a specific
gazetteer. Next we add directed edges between
the nodes. First, for each pair of adjacent Chi-
nese characters, we add one directed edge between
them – from the left character to the right one.
Next, for each matched entity from a gazetteer,
edges are added from the entity start node, con-
necting through the character nodes composing
the entity and ending with the entity end node
for the corresponding gazetteer. For instance, as
we have illustrated in Figure 2, with c1c2, or 张
三 (Zhang San) matched by the gazetteer PER2,
the following edges are constructed: (vPER2

s , vc1),
(vc1 , vc2) and (vc2 , vPER2

e ), where vPER2
s and

vPER2
e are the start and end nodes for the gazetteer

PER2, and each edge is associated with a label
indicating its type information (PER in this case).
When edges of the same label overlap, they are
merged into a single edge. Such a simple pro-
cess leads to a multi-digraph (or “directed multi-
graph”) representation encoding the character or-
dering information, the knowledge from multiple
NE gazetteers, as well as their interactions.

Formally, a multi-digraph is defined as G :=
(V,E, L), where V is the set of nodes, E is the set
of edges, andL is the set of labels. With n Chinese
characters in the input sentence and m gazetteers
used in the model, the node set V = Vc ∪ Vs ∪ Ve.
Here, Vc is the set of nodes representing charac-
ters. Given a gazetteer g, we introduce two special

https://github.com/PhantomGrapes/MultiDigraphNER
https://github.com/PhantomGrapes/MultiDigraphNER
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nodes vgs and vge to the graph which we use to de-
note the start and end of an entity matched with g.
Vs (Ve) is a set that contains the special nodes such
as vgs (vge ). Each edge in E is assigned with a la-
bel to indicate the type of the connection between
nodes. We have the label set L = {`c}∪ {`gi}mi=1.
The label `c is assigned to edges connecting adja-
cent characters, which are used to model the nat-
ural ordering of characters in the text. The label
`gi is assigned to all edges that are used to indicate
the presence of an text span that matches with an
entity listed in the gazetteer gi.

Adapted GGNN. Given a graph structure, the
idea of GGNN is to produce meaningful outputs
or to learn node representations through neural
networks with gated recurrent units (GRU) (Cho
et al., 2014). While other neural architectures for
graphs exist, we believe that GGNN is more suit-
able for the Chinese NER task for its better ca-
pability of capturing the local textual information
compared to other GNNs such as GCN (Kipf and
Welling, 2017).

However, the traditional GGNN (Li et al., 2016)
is unable to distinguish edges with different labels.
We adapt GGNN so as to learn a weighted com-
bination of the gazetteer information suitable for
our task. To cope with our multi-digraph struc-
ture, we first extend the adjacency matrix A to in-
clude edges of different labels. Next, we define
a set of trainable contribution coefficients αc, αg1 ,
. . . , αgm for each type of edges. These coefficients
are used to define the amount of contribution from
each type of structural information (the gazetteers
and the character sequence) for our task.

In our model, an adapted GGNN architecture
is utilized to learn the node representations. The
initial state h(0)v of a node v is defined as follows:

h(0)v =

{
W g(v) v ∈ Vs ∪ Ve
[W c(v)>,W bi(v)>]> v ∈ Vc

(1)
where W c and W g are lookup tables for the char-
acter or the gazetteer the node represents. In the
case of character nodes, a bigram embedding table
W bi is used since it has been shown to be useful
for the NER task (Chen et al., 2015).

The structural information of the graph is stored
in the adjacency matrix A which serves to re-
trieve the states of neighboring nodes at each step.
To adapt to the multi-digraph structure, A is ex-
tended to include edges of different labels, A =
[A1, ..., A|L|]. The contribution coefficients are

transformed into weights of edges in A:

[wc, wg1 , . . . , wgm ] = σ([αc, αg1 , . . . , αgm ]) (2)

Edges of the same label share the same weight.
Next, the hidden states are updated by GRU. The
basic recurrence for this propagation network is:

H = [h
(t−1)
1 , . . . , h

(t−1)
|V | ]> (3)

a(t)v = [(HW1)
>, . . . , (HW|L|)

>]A>v + b (4)

z(t)v = σ(W za
(t)
v + U zh

(t−1)
v ) (5)

r(t)v = σ(W ra
(t)
v + U rh

(t−1)
v ) (6)

ĥ(t)v = tanh(Wa
(t)
v + U(r

(t)
v � h(t−1)v )) (7)

h(t)v = (1− z(t)v )� h(t−1)v + z
(t)
v � ĥ(t)v (8)

where h(t)v is the hidden state for node v at time
step t, and Av is the row vector corresponding to
node v in the adjacency matrix A. W and U are
parameters to be learned. Equation 3 creates the
state matrix H at time step (t − 1). Equation 4
shows the information to be propagated through
adjacent nodes. Equations 5, 6, 7, and 8 combine
the information from adjacent nodes and the cur-
rent hidden state of the nodes to compute the new
hidden state at time step t. After T steps, we have
our final state h(T )

v for the node v.
BiLSTM-CRF. The learned feature representa-

tions of characters {h(T )
v | v ∈ Vc} are then fed

to a standard BiLSTM-CRF following the charac-
ter order in the original sentence, to produce the
output sequence.

3 Experiments

3.1 Experimental Setup
Dataset. The three public datasets used in our ex-
periments are OntoNotes 4.0 (Weischedel et al.,
2010), MSRA (Levow, 2006), and Weibo-NER
(Peng and Dredze, 2016). OntoNotes and MSRA
are two datasets consisting of newswire text.
Weibo-NER is in the domain of social media. We
use the same split as Che et al. (2013) and Peng
and Dredze (2016) on OntoNotes and on Weibo-
NER. To demonstrate the effectiveness of our
model in the e-commerce domain, we further con-
structed a new dataset by crawling and manually
annotating the NEs of two types, namely PROD

(“products”) and BRAN (“brands”). We name our
dataset as “E-commerce-NER”. The NER task in
the e-commerce domain is more challenging. The
NEs of interest are usually the names of products
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Models OntoNotes MSRA

P R F P R F

BiLSTM-CRF 72.0 75.1 73.5 92.3 92.4 92.4
(+ N -gram) 71.1 75.5 73.3 92.7 92.7 92.7
(+ PIET) 71.6 74.6 73.1 92.9 93.4 93.1
(+ PDET) 73.8 73.8 73.8 93.1 93.1 93.1

Our model (w/o gazetteers) 74.8 73.0 73.9 93.2 92.7 92.9
Our model 75.4 76.6 76.0 94.6 94.2 94.4

Zhang and Yang (2018) 76.4 71.6 73.9 93.6 92.8 93.2
Dong et al. (2016) - - - 91.3 90.6 91.0
Zhang et al. (2006) - - - 90.2 90.2 91.2

Table 1: Results on the newswire data

Models Weibo-NER E-commerce-NER

P R F P R F

BiLSTM-CRF 60.8 52.9 56.6 71.1 76.1 73.6
(+ N -gram) 57.8 53.6 55.6 71.2 75.9 73.5
(+ PIET) 57.7 54.4 56.0 71.7 75.8 73.7
(+ PDET) 59.2 54.4 56.7 72.6 75.1 73.8

Our model (w/o gazetteers) 62.1 52.7 57.0 70.7 74.6 72.6
Our model 63.1 56.3 59.5 74.3 76.2 75.2

Zhang and Yang (2018) - - 58.8 - - -
Peng and Dredze (2016) - - 59.0 - - -

Table 2: Results on social media/e-commerce domains

or brands. In practice, the number of unique enti-
ties that can appear in such a domain can be easily
tens of millions. The training data is typically far
from being enough to cover even a small portion of
all such NEs. Thus, the effectiveness of an NER
system in the e-commerce domain relies heavily
on domain-specific gazetteers.

Gazetteers. For the three public datasets, we
collect gazetteers of 4 categories (PER, GPE, ORG,
LOC). Each category has 3 gazetteers with differ-
ent sizes, selected from multiple sources including
“Sougou”2, “HanLP”3 and “Hankcs”4. We add an
extra indomain gazetteer of type PER for Weibo-
NER dataset since the online community has a rich
set of nicknames and aliases. For our dataset in the
e-commerce domain, we collect 3 product name
gazetteers and 4 brand name gazetteers crawled
from product catalogues from the e-commerce
site Taobao5. To better demonstrate the problem
of conflicting matches with gazetteers added as
knowledge source, the entity conflict rate of each
dataset with respect to the gazetteers it references
is analyzed. The entity conflict rate (ECR) is de-
fined as the ratio of non-identical overlapping en-
tity matches to all unique entities matched with
all gazetteers. The ECR of OntoNotes, MSRA,
Weibo-NER and E-commerce-NER are respec-

2A crowdsourced gazetteer used by the Chinese IME
Sougou: https://pinyin.sogou.com/dict/.

3A gazetteer from a widely used open-source Chinese
NLP toolkit: https://github.com/hankcs/HanLP.

4A gazetteer which consists of over ten million entries:
http://www.hankcs.com/nlp/corpus.

5http://www.taobao.com

tively 39.70%, 44.75%, 36.10% and 46.05%.
Models for Comparison. We use BiLSTM-

CRF (Lample et al., 2016) with character+bigram
embedding without using any gazetteer as the
comparison baseline6. We explore the three dif-
ferent methods of adding gazetteer features that
we compare against: N -gram features, Position-
Independent Entity Type (PIET) features and
Position-Dependent Entity Type (PDET) features.
These feature construction processes follow the
work of Wang et al. (2018). We refer the readers
to their paper for further details.

To show the effect of adding gazetteer informa-
tion, a trivial version of our model without using
any gazetteer information is also implemented as
one of our baselines (our model w/o gazetteers).

3.2 Results

From Table 1, it can be seen that our model with
12 general gazetteers of 4 entity types has an over-
all highest performance in the news domain. By
adding domain specific gazetteers, our model is
capable of improving the NER quality in both
the social media and the e-commerce domains,
as shown in Table 2. Previous methods of us-
ing gazetteers do improve the performance of the
BiLSTM-CRF model, but the performance gains
are not significant. We can observe the perfor-
mance on both OntoNotes and Weibo-NER drop,
when the N -gram and the PIET features were
used on top of the BiLSTM-CRF model. We be-
lieve this is due to the erroneous information the
model captured, especially when multiple conflict-
ing gazetteers were used together. Compared to
these methods, our model achieves a remarkably
higher performance. Our model is not only able to
improve recall by using the gazetteer knowledge,
but is also able to offer an improved precision.

To understand the effect of using gazetteers by
different methods, we conducted some detailed
experiments on OntoNotes. We first split all the
sentences in the test set into 3 groups, based on if
the entities also appear in the training data or not:
“All” contains those sentences in which all enti-
ties can be found in the training set, “Some” con-
tains sentences which contain some of the entities
from the training set but not all, “None” contains
sentences where none of the entities appear in the
training set. For the last set of sentences, we con-

6We implemented the baseline models using the NCRFPP
toolkit (Yang and Zhang, 2018).
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Entities PDET Our model Our model
Appear In (w/o gazetteers)

Train Gaze P R F P R F P R F

All - 84.6 85.3 85.0 85.3 88.8 87.0 87.4 88.1 87.7
Some - 78.2 73.2 75.7 79.5 76.0 77.7 78.0 72.0 74.9
None - 66.7 62.9 64.7 68.5 65.0 66.7 66.5 59.2 62.6

None All 69.8 64.8 67.2 74.2 67.0 72.0 71.4 59.9 65.1
None Some 66.7 61.0 63.7 66.1 61.8 63.9 64.0 56.7 60.1
None None 63.6 62.7 63.1 64.8 62.9 63.8 64.2 60.9 62.5

Table 3: Detailed results on OntoNotes (Train: Train-
ing data, Gaze: Gazetteers).

ducted additional experiments by further splitting
them into three sub-groups, based on whether their
entities appear in the gazetteers.

We compare three models under each setting:
1) PDET, 2) our model and 3) our model with all
gazetteer nodes removed. We note that the last
model can be regarded as a trivial version of both
PDET and our model. As shown in Table 3, when
none of the entities in a test sentence has been seen
during training, with increasing gazetteer cover-
age our model has a more significant improve-
ment compared to PDET. When none or some of
the test entities appear in the training data, both
PDET and our model perform better than the triv-
ial model. This shows the benefit of utilizing
gazetteer knowledge. Furthermore, in this case,
our model still yields a relatively better F1 score,
due to its better way of representing gazetteer in-
formation using multi-digraph. In the case where
all the entities appear during training, both PDET
and our model yield lower performance than the
trivial model. We believe this is due to errors intro-
duced by the gazetteers. Nonetheless, our model is
more robust than PDET in this case.

Ablation Study. We also conducted an abla-
tion study to explore the contributions brought by
the weighted combination of gazetteers, so as to
understand how our model can effectively use the
gazetteer information.

As shown in Table 4, by fixing the gazetteer
contribution coefficients to 1, the model’s perfor-
mance drops by 1.8 points in terms of F1 score.
The precision is even lower than that of our model
without gazetteers. This experiment shows that,
without a good combination of the gazetteer in-
formation, the model fails to resolve conflicting
matches. In that case, errors are introduced with
the use of gazetteers. These errors harm the
model’s performance and have a negative effect on
the precision.

We use the following ablation test to understand
whether the gazetteer information can be fully uti-
lized by our model. There are three types of infor-

Models P R F

Our model 75.4 76.6 76.0
(fixed coefficients) 73.8 74.5 74.2
(AI1G) 73.4 76.7 75.0
(1T1G) 78.9 73.0 75.8
(w/o gazetteers) 74.8 73.0 73.9

Table 4: Ablation study on OntoNotes

mation provided by gazetteers: boundary informa-
tion, entity-type information, and source informa-
tion. The All in One Gazetteer (AI1G) experiment
shows what role the boundary information plays
in our model by merging all 12 gazetteers into one
lexicon where entity type information is discarded.
It outperforms the model without gazetteers by 1.1
points in terms of F1 score. The One Type One
Gazetteer (1T1G) model adds the entity type infor-
mation on top of the AI1G model by adding only
the entity type labels (i.e., there is one gazetteer
for one type, by merging all gazetteers of the same
type into one). Doing so leads to a 0.8 points im-
provement over the AI1G model. From the experi-
ments we can see that the entities’ source informa-
tion is also helpful. For example, an entity that ap-
pears in multiple PER gazetteers is more likely to
be an entity of type PER than an entity appearing
only in one gazetteer. Our model can effectively
capture such source information and has an im-
provement of 0.2 points in terms of F1 compared
to the 1T1G model.

4 Conclusion and Future Work

We present a novel neural multi-digraph model for
performing Chinese named entity recognition with
gazetteers. Based on the proposed multi-digraph
structure, we show that our model is better at re-
solving entity-matching conflicts. Through exten-
sive experiments, we have demonstrated that our
approach outperforms the state-of-the-art models
and previous methods for incorporating gazetteers
into a Chinese NER system. The ablation study
confirms that a suitable combination of gazetteers
is essential and our model is able to make good use
of the gazetteer information. Although we specifi-
cally investigated the NER task for Chinese in this
work, we believe the proposed model can be ex-
tended and applied to other languages, for which
we leave as future work.
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