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Abstract

In this paper, we propose an Adversarial

Attention Network for the task of multi-

dimensional emotion regression, which auto-

matically rates multiple emotion dimension

scores for an input text. Especially, to deter-

mine which words are valuable for a particular

emotion dimension, an attention layer is learnt

to weight the words in an input sequence.

Furthermore, adversarial training is employed

between two attention layers to learn better

word weights via a discriminator. In particu-

lar, a shared attention layer is incorporated to

learn public word weights between two emo-

tion dimensions. Empirical evaluation on the

EMOBANK corpus shows that our approach

achieves notable improvements in r-values

on both EMOBANK Reader’s and Writer’s

multi-dimensional emotion regression tasks in

all domains over the state-of-the-art baselines.

1 Introduction

Emotion analysis aims to recognize human emo-

tion expression in a given text (Mishne et al., 2005;

Abdul-Mageed and Ungar, 2017). Typically, stud-

ies in emotion analysis can be divided into either

emotion classification (Yang et al., 2007; Tripathi

et al., 2017) or emotion regression (Yu et al., 2015;

Wang et al., 2016a). While emotion classification

aims to label an input text with a single or multi-

ple emotion categories, emotion regression aims to

rate a single or multiple emotion dimension scores

of an input text through machine learning models.

In this study, we focus on emotion regression.

Compared with enormous studies in emotion

classification, studies in emotion regression have

a late start much due to the inherent difficulty

of the regression task and the lack of large-scale

emotion regression corpora in high quality. De-

spite of its difficulty, emotion regression is more
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Sample Text:

I was very scared when the gunner

started shooting the crowd. What a dis-

aster!

Emotion dimension scores: Valence =

2.0, Arousal = 4.4, Dominance = 2.1

Figure 1: An example of multi-dimensional emotion

regression. The dimensional emotion score ranges

from 1.0 to 5.0. In this example, the word very in

blue only suggests one emotion dimension (i.e, a high

Arousal score). The word scared and disaster in red

suggest two emotion dimensions. Specifically, scared

suggests a low Valence score and a low Dominance

score, while Disaster denotes a low Valence score and

a high Arousal score.

suitable for fine-grained emotion analysis and has

gained an increasing attention recently due to the

availability of several emotion regression corpora

in the last few years (Preotiuc-Pietro et al., 2016;

Yu et al., 2016; Hahn and Buechel, 2017). In

principle, these emotion regression corpora ap-

ply the widely-admitted Valence-Arousal model

or Valence-Arousal-Dominance model (Barrett,

2006) to describe emotions with a continuous real

number space in two or three dimensions. More-

over, while different emotion classification cor-

pora often apply different classification systems,

they describe emotions with a limited number of

discrete pre-defined emotion categories.

In the literature, most of the existing studies in

emotion regression focus on a single emotion di-

mension by training multiple independent models

for different emotion dimensions (Yu et al., 2015;

Wang et al., 2016a). Hence in this paper, we seek

to solve multi-dimensional emotion regression via

a joint approach. Recently, attention mechanism
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has been widely applied in sentiment and emotion

classification (Wang et al., 2016b; Potamianos and

Kokkinos, 2017). Likewise, in emotion regres-

sion, attention mechanism is supposed to be ef-

fective on determining what words are emotional

for rating dimensional emotion scores. Figure 1

shows an example of emotion regression. Obvi-

ously, the dimensional emotion scores can be in-

ferred from the colored words in this figure. Al-

though the degree adverb, such as very, only sug-

gests a high Arousal score, an emotional word

often suggests more than one dimensional emo-

tion score. This hints a possibility that the rela-

tionship between two emotion dimensions can be

leveraged, which is overlooked by existing single-

dimensional emotion regression studies.

In this paper, we try to model the multi-

dimensional learning task as a multi-task learning

task through adversarial learning. Recently, stud-

ies in multi-task learning via adversarial learning

(Liu et al., 2017; Masumura et al., 2018), which

tried to conduct adversarial learning (Goodfellow

et al., 2014) between multiple tasks to learn task-

specific features for achieving better performance

for each task, has achieved a great success. We

apply adversarial learning to model the task not

only due to its capability of multi-task learning,

but also due to its inherent collocability with at-

tention mechanism. In the literature, adversar-

ial learning has the difficulty in learning latent

representations from discrete structures (e.g., se-

quence of word embeddings). Thus, most of exist-

ing studies in NLP apply adversarial learning with

autoencoder-based models, which map a discrete

word sequence into a continuous code space be-

forehand (Makhzani et al., 2015). In this study,

we propose a more straightforward yet effective

way to learn better representations via adversar-

ial learning which directly learns continuous atten-

tion weights. This is done via an Adversarial At-

tention Network (AAN) which can leverage both

advantages of adversarial learning and attention

mechanism. AAN conducts adversarial learning

between two attention layers to learn two sets of

word weight parameters for two emotion dimen-

sions. In this way, better weight information can

be learned to represent words’ importance for rat-

ing dimensional scores. Specifically, our proposed

AAN has two features:

• First, AAN conducts adversarial learning be-

tween two attention layers to decide the val-

ues of words for rating two emotion dimen-

sion scores. In particular, we propose an ad-

versarial training algorithm to learn two sets

of better word weights which contribute to

two emotion dimensions in two attention lay-

ers.

• Second, unlike existing single-dimensional

emotion regression studies which separately

train models for different emotion dimen-

sions, AAN can leverage shared informa-

tion between emotion dimensions (e.g., word

scare contributes to both Valence and Dom-

inance in the example shown in Figure 1)

to better rate different emotion dimension

scores, and thus achieve better regression re-

sults.

We apply AAN to the task of multi-dimensional

emotion regression on a large-scale emotion re-

gression corpus, namely EMOBANK, contributed

by Hahn and Buechel (2017). Empirical evalua-

tion on EMOBANK Reader’s and Writer’s multi-

dimensional emotion regression tasks shows that

AAN achieves significant improvements in r-

values over several strong baselines. Furthermore,

it also shows that adversarial training between two

attention layers is more effective than simply ap-

plying attention mechanism individually to each

emotion dimension, or simply training two regres-

sors jointly for a pair of emotion dimensions.

2 Related Work

2.1 Emotion Regression

Compared with emotion classification, emotion

regression had a late start due to the severe lack

of large-scale annotated emotion regression cor-

pora and the inherent difficulty of the regression

task. Yu et al. (2015) implemented a lexicon-

based weighted graph-based approach which mod-

els the relationship and similarity among emo-

tion word nodes to rate the Valence-Arousal scores

of emotion words. Their approach achieved the

better performance over the simple linear regres-

sion approach, the kernel method, and the Page-

rank algorithm. Preotiuc-Pietro et al. (2016) col-

lected user information from Facebook, and built

an English emotion regression corpus containing

2,895 texts. Wang et al. (2016a) proposed a re-

gional CNN-LSTM-based approach to document-

level emotion regression. Their approach first

divided a whole text into several regions, and
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then extracted regional features from each region

with multiple CNNs. By properly leveraging the

fused regional features, an LSTM layer is finally

applied to rating the Valence-Arousal scores of

the whole text. Evaluation on several corpora

showed the regional CNN-LSTM achieved a better

performance over both the vanilla single-layered

CNN and single-layered LSTM. Yu et al. (2016)

constructed a Chinese emotion regression corpus,

which contains 2,009 texts, from multiple online

resources. Buechel and Hahn (2016) investigated

mapping the dimensional emotion scores to an

emotion category of a text. They first annotated

the SemEval07: task 14 corpus with dimensional

scores, and then constructed the mapping from

dimensional emotion scores to the emotion cate-

gories by KNN. On the basis, Hahn and Buechel

(2017) built an emotion regression corpus, namely

EMOBANK, which contains over 10,000 texts.

2.2 Adversarial Learning

Due to the success of generative adversarial net-

work (GAN) in image generation (Goodfellow

et al., 2014), adversarial learning has drawn more

and more attention in the recent years. In order to

well address the instability issue in GAN’s train-

ing, Arjovsky et al. (2017) proposed Wasserstein

GAN (WGAN) to tackle the issue in GAN. Es-

pecially, WGAN applied the Wasserstein distance

between two distributions instead of the JS diver-

gence adopted in GAN to avoid the training insta-

bility issue due to the failure of the JS divergence

to indicate the training process of the discriminator

when there is few overlaps between two distribu-

tions.

In the recent years, NLP researchers began to

apply adversarial learning to various NLP tasks.

Zhang et al. (2016) and Zhao et al. (2017) con-

structed adversarial networks with CNNs and

LSTMs to train text generation models. Wu et al.

(2017) proposed two types of adversarial models

which consist of CNNs and RNNs, respectively.

They discussed the advantages and disadvantages

of two implementations on two relation extraction

datasets. Masumura et al. (2018) proposed an ad-

versarial training approach for multi-task multi-

lingual learning, which jointly conducts task dis-

crimination among languages and language dis-

crimination among tasks. Chen and Cardie (2018)

applied adversarial learning to multilingual word

representation learning which maps word embed-

dings in multiple languages to the same vector

space.

In comparison, our study focuses on the task of

multi-dimensional emotion regression. To the best

of our knowledge, it is the first attempt which ap-

plies adversarial learning to emotion regression.

3 Adversarial Attention Network

In this section, we introduce AAN which con-

ducts adversarial learning between a pair of emo-

tion dimensions. Take the Valence dimension and

the Arousal dimension as an example, Figure 2

illustrates the framework of the Valence-Arousal

AAN. Besides the Valence-Arousal AAN, there

are the Valence-Dominance AAN and the Arousal-

Dominance AAN. Unless otherwise mentioned,

in the rest of this section, we only introduce the

detailed implementation of the Valence-Arousal

AAN for convenience.

Input 

(X)

Attention for Valence

(AttV)

Attention for Arousal

(AttA)

Regressor for Valence

(RV)

Discriminator

(D)

Discriminating Score

 (P)
Valence Score

(SV)

Regressor for Arousal

(RA)

Arousal Score
(SA)

Feature Extractor A

(Ext)

Shared Attention

(AttS)

Figure 2: The framework of the Valence-Arousal Ad-

versarial Attention Network which conducts adversar-

ial learning between a pair of emotion dimensions. The

frameworks of Valence-Dominance AAN and Arousal-

Dominance AAN can be inferred in the same manner.

3.1 Attention Modeling

AAN takes a sequence of word vectors X =
[x1 x2 ... xi ... xk] of a text, which contains

k words, as an input, where xi denotes the word

vector of the ith words in the text. The atten-

tion layer aims to learn a normalized weight vector
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A = [a1 a2 ... ai ... ak] from X by a one-layer

LSTM to decide the value of a word vector, and

finally output a weighted sequence:

X ′ = Att(X)

= diag(A)X
(1)

A = softmax(LSTM(X)) (2)

where Att denotes an attention layer, diag(A)
means to place the elements of A in the princi-

pal diagonal of a diagonal matrix with zero off-

diagonal elements (Mulaik, 2009), X ′ denotes the

weighted input sequence, and softmax denotes

the Softmax activation function for normalization.

There are three attention layers, denoted as AttV ,

AttA, and AttS , contained by an AAN. AttV and

AttA decide which words are valuable for rating

the Valence score and the Arousal score, respec-

tively. AttS is a shared attention layer to indicate

which words contribute to the rating scores of both

emotion dimensions:

X ′

V = AttV (X) (3)

X ′

A = AttA(X) (4)

X ′

S = AttS(X) (5)

where X ′

V
, X ′

A
, and X ′

S
denote the weighted se-

quence returned by three attention layers, respec-

tively.

3.2 Feature Extraction

The feature extractor of AAN (denoted as Ext)
is trained to extract the feature vector from a

weighted sequence returned by an attention layer.

In this study, the feature extractor is imple-

mented using a single-layered bidirectional LSTM

(BiLSTM ):

H = BiLSTM(X ′)

= [h1 h2 ... hi ... hk]
(6)

In most of the previous studies, the hidden state

of the last time step hk from the output sequence

H of BiLSTM layer is chosen as the feature vec-

tor. In this study, we further apply mean pooling

to fetch richer textual information from the weight

sequence:

h =
1

k

k
∑

i=1

hi (7)

After mean pooling, hk and h are concatenated

as the output feature vector Feat activated by the

tanh function:

Feat = Ext(X ′)

= tanh(hk ⊕ h)
(8)

where ⊕ denotes the concatenating operator. In

AAN, the extraction of feature vectors from three

weighted sequences is denoted as follows:

FeatV = Ext(X ′

V ) (9)

FeatA = Ext(X ′

A) (10)

FeatS = Ext(X ′

S) (11)

where FeatV and FeatA denote the features

for Valence and Arousal, and FeatS denotes the

shared feature which contributes to both emotion

dimensions.

3.3 Dimensional Emotion Regression

The regressor rates an emotion dimension score.

Since the regressor in AAN can be implemented in

various ways as long as the gradients can be prop-

agated in the network, to highlight the superiority

of the proposed adversarial model, in this study,

we implement the regressor simply with a single-

layered full-connected neural network:

S = R(Feat)

= relu(W (Feat) + b)
(12)

where S denotes the regression score of an emo-

tion dimension, R denotes a regressor, W denotes

the parameters of the full-connected layer, b de-

notes the bias term, relu stands for the Relu ac-

tivation function. In AAN, the Valence score SV

and the Arousal score SA are denoted as follows.

Note that the input of a regressor in AAN is the

concatenation of the dimensional feature and the

shared feature:

SV = RV (FeatV ⊕ FeatS) (13)

SA = RA(FeatA ⊕ FeatS) (14)

where RV and RA denote two regressors in AAN.

3.4 Emotion Dimension Discrimination

The discriminator D judges which emotion di-

mension an input feature vector contributes to. In

the implementation of the D, we follow the work
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of WGAN, and apply the Wasserstein distance be-

tween two feature distributions as the loss function

of the discriminator in order to provide a smoother

measure for indicating the training process than

KL divergence and JS divergence. In this study,

the discriminator is implemented with a single-

layered full-connected neural network to approx-

imately fit the Wasserstein distance:

P = D(Feat)

= tanh(WFeat+ b)
(15)

where W denotes the parameters of the full-

connected layer, b denotes the bias term, tanh
stands for the Tanh activation function. P ∈
(−1, 1) stands for the discriminating result. In

AAN, the closer the value of P is to 1, the

more probably Feat contributes to Valence. The

discriminator outputs the results of FeatV and

FeatA:

PV = D(FeatV ) (16)

PA = D(FeatA) (17)

where PV and PA denote the discriminating re-

sults of FeatV and FeatA, respectively.

3.5 Adversarial Training

To adversarially train the model, we first train

AttV , AttA, AttS , RV , RA, and Ext by mini-

mizing following regression losses. In this study,

the mean square error is applied as the regression

loss:

min
1

n

n
∑

i=1

(SVi
− TVi

)2 (18)

min
1

n

n
∑

i=1

(SAi
− TAi

)2 (19)

where SVi
and SAi

denote the regression scores of

the Valence dimension and the Arousal dimension

of the ith input sample, respectively. TVi
and TAi

denote the annotated true values of two emotion

dimensions of the ith input sample. n denotes the

total number of input samples.

Then, we update the parameters of D by maxi-

mizing the Wasserstein distance between two fea-

ture distributions:

max
1

n

n
∑

i=1

(PVi
− PAi

) (20)

where SVi
and SAi

denote the regression scores

of two feature vectors extracted from the ith in-

put sample. It is worthwhile to mention that we

clip the parameters of D to a fixed absolute value

at each training epoch. This training technique fol-

lows the research of Arjovsky et al. (2017) in order

to meet the Lipschitz continuity which is required

for using a full-connected layer to approximately

fit the Wasserstein distance.

Finally, we update the parameters of AttV and

AttA by adversarially fooling D:

min
1

n

n
∑

i=1

(PVi
− PAi

) (21)

Regarding the optimizing algorithm, in this

study, we use different optimizers for different

parts of our model. AttV , AttA, AttS , and Ext
apply Adam as their optimizers, while RV , RA,

and D apply RMSProp as their optimizers. Param-

eters in the network are initialized with uniform

samples in [−
√

6/(r + c),
√

6/(r + c)], where r
and c are the numbers of rows and columns in the

matrices (Glorot and Bengio, 2010).

4 Experimentation

In this section, we systematically evaluate our pro-

posed AAN by applying it to the EMOBANK

Reader’s and Writer’s multi-dimensional emotion

regression compared with other baselines. For

thorough evaluation, five-fold cross validation is

applied in all experiments.

4.1 Experimental Settings

Dataset

In this study,the EMOBANK (Hahn and Buechel,

2017) is used in our experiments to evaluate the

proposed approach. This multi-dimensional emo-

tion regression corpus is available from the con-

tributors’ GitHub repository1.

EMOBANK contains 10,548 texts annotated

with 10,325 Reader’s and 10,279 Writer’s di-

mensional emotion scores, ranged from 1.0 to

5.0, in six domains. Table 1 gives the statistics

of the numbers of texts in different domains on

EMOBANK. In this study, we evaluate our ap-

proach in all the six domains of the EMOBANK

corpus.

1https://github.com/JULIELab/EmoBank



476

Domain
Reader’s

Emotion

Writer’s

Emotion

News 2560 2540

Fictions 2824 2819

Blogs 1364 1349

Essays 1182 1238

Letters 1445 1383

Travel Guides 950 950

Total 10325 10279

Table 1: The distribution of annotated texts in each do-

main of the EMOBANK corpus. Note that the anno-

tated texts of Reader’s emotion and Writer’s emotion

are not exactly the same, which means not all the texts

are annotated with both Reader’s and Writer’s emotion.

Hyper Parameters

Table 2 gives the most important hyper parame-

ters of AAN. Note that AAN takes the sequence of

word embeddings as its input. Here, the embed-

ding look-up table is pre-trained with Word2vec,

and is not dynamically updated during training.

Parameters Value

word embedding dimension 300

feature dimension 150

learning rate (attention layer) 1e-4

learning rate (feature extractor) 8e-5

learning rate (regressor) 4e-5

learning rate (discriminator) 4e-5

batch size 64

Table 2: List of hyper parameters during AAN training.

All the hyper parameters are tuned on a validating set

randomly chosen from each domain of the EMOBANK

corpus.

Evaluation Metrics

We apply the widely used Pearsons correlation co-

efficient r in all experiments as the evaluation met-

ric for fair comparison because the contributors of

EMOBANK also use r to evaluate the annotation

quality between human annotators.

4.2 Baselines

In this study, the following baselines for emotion

regression are implemented for fair comparison:

• Deep CNN: A CNN-based approach pro-

posed by Bitvai and Cohn (2015). This ap-

proach applies multiple parallel CNNs to ex-

tract multiple n-gram features in a text, and

is considered as one of the stat-of-the-art re-

gression baselines for sentiment regression.

In our implementation of Deep CNN, three

parallel CNNs are applied to extract the uni-

gram feature, the bi-gram feature, and the tri-

gram feature in a text.

• Regional CNN-LSTM: A state-of-the-art

emotion regression baseline proposed by

Wang et al. (2016a). This approach first di-

vides a whole text into several regions, and

then extracts regional features from each re-

gion with multiple CNNs.

• Context LSTM-CNN: A state-of-the-art text

classification baseline proposed by Song

et al. (2018). This approach models the long-

range dependencies within the classified sen-

tences with an LSTM, and short-span fea-

tures with a stacked CNN. We modified this

approach by changing its activation function

in order to return the dimensional emotion

scores.

• Attention Network: A simpler counterpart

of AAN. It contains only one attention layer,

a feature extractor, and a regressor, for single-

dimensional emotion regression.

• Joint Learning: Another simpler counter-

part of AAN. It trains two regressors for two

emotion dimensions in a joint learning style

without any adversarial training technique.

That is, this approach has the similar struc-

ture to AAN, except the absence of the dis-

criminator. Here, three emotion dimension

pairs are evaluated.

4.3 Experimental Results

Table 3 gives the performance of each approach

in all six domains. Our proposed AAN no-

tably performs better than other baselines, includ-

ing the strong baseline Regional CNN-LSTM and

Context LSTM-CNN in all cases. Furthermore,

AAN outperforms its two counterparts (i.e., At-

tention Network and Joint Learning), justifying

the effectiveness of the proposed adversarial learn-

ing approach. However, the overall r-values on

EMOBANK are relatively low. This indicates

the inherent difficulty of emotion regression on

EMOBANK. As a reference, the average oracle r-

value between human annotators of EMOBANK

is about 0.6 (Hahn and Buechel, 2017).
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Domain Approach
Reader’s Emotion Writer’s Emotion

V. A. D. V. A. D.

News

Domain

Deep CNN 0.288 0.150 0.136 0.217 0.060 0.127

Regional CNN-LSTM 0.392 0.167 0.203 0.383 0.146 0.165

Context LSTM-CNN 0.380 0.170 0.198 0.361 0.133 0.159

Attention Network 0.349 0.167 0.194 0.351 0.135 0.158

Joint Learning 0.377 0.169 0.200 0.366 0.139 0.161

AAN 0.424 0.187 0.238 0.414 0.175 0.179

Fictions

Domain

Deep CNN 0.228 0.201 0.157 0.187 0.170 0.164

Regional CNN-LSTM 0.376 0.202 0.196 0.343 0.221 0.195

Context LSTM-CNN 0.369 0.201 0.193 0.346 0.209 0.194

Attention Network 0.355 0.198 0.190 0.331 0.208 0.190

Joint Learning 0.371 0.202 0.195 0.333 0.214 0.194

AAN 0.405 0.209 0.218 0.384 0.243 0.204

Blogs

Domain

Deep CNN 0.256 0.281 0.118 0.220 0.249 0.131

Regional CNN-LSTM 0.337 0.299 0.158 0.285 0.253 0.162

Context LSTM-CNN 0.334 0.299 0.155 0.282 0.250 0.165

Attention Network 0.325 0.291 0.149 0.280 0.242 0.159

Joint Learning 0.330 0.287 0.154 0.282 0.249 0.160

AAN 0.353 0.308 0.165 0.299 0.260 0.171

Essays

Domain

Deep CNN 0.214 0.204 0.084 0.202 0.168 0.066

Regional CNN-LSTM 0.334 0.241 0.081 0.303 0.179 0.059

Context LSTM-CNN 0.320 0.239 0.077 0.299 0.169 0.064

Attention Network 0.323 0.233 0.079 0.294 0.165 0.063

Joint Learning 0.328 0.248 0.088 0.300 0.173 0.058

AAN 0.359 0.262 0.089 0.321 0.186 0.070

Letters

Domain

Deep CNN 0.316 0.283 0.194 0.257 0.207 0.222

Regional CNN-LSTM 0.372 0.336 0.253 0.346 0.224 0.247

Context LSTM-CNN 0.368 0.330 0.249 0.351 0.221 0.244

Attention Network 0.358 0.322 0.239 0.331 0.211 0.239

Joint Learning 0.364 0.329 0.245 0.350 0.218 0.243

AAN 0.380 0.351 0.265 0.378 0.254 0.261

Travel Guides

Domain

Deep CNN 0.202 0.161 0.155 0.196 0.188 0.106

Regional CNN-LSTM 0.257 0.199 0.205 0.264 0.232 0.145

Context LSTM-CNN 0.255 0.201 0.203 0.254 0.231 0.138

Attention Network 0.248 0.189 0.196 0.251 0.217 0.132

Joint Learning 0.251 0.202 0.202 0.255 0.224 0.130

AAN 0.267 0.216 0.226 0.277 0.240 0.151

Table 3: The r-values of all the evaluated approaches to both Reader’s and Writer’s multi-dimensional emotion

regression tasks on the EMOBANK corpus. Specifically, V., A., and D. are short for three emotion dimensions:

Valence, Arousal, and Dominance, respectively.
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In the News Domain, we can find that the perfor-

mance in Valence is notably higher than those in

other two dimensions. Moreover, the r-values in

Arousal of Writer’s emotion are lower than those

of Reader’s emotion. This indicates that a writer

does not write a news article with too much emo-

tional arousal in order to keep objectivity. For

instance, the text “Scam lures victims with free

puppy offer.” relates to a negative emotion. This

explains that the Valence scores of Reader’s emo-

tion and Writer’s emotion are both low (<2.50).

However, the Arousal score of Reader’s emotion

reaches 4.00, while the Arousal score of Writer’s

emotion is a medium of 3.25. This shows that in

the News domain, the Arousal score of Writer’s

emotion tends to be a medium, even though a text

can arouse a distinct Reader’s emotion.

In the Fictions domain, the r-values in Arousal

of Reader’s emotion and Writer’s emotion are

much close compared with those in the News do-

main. This indicates that the writer of the Fictions

domain writes texts with more distinct emotional

arousal. For instance, the text “She screamed:

I havent socialized with Terras elite for most of

my life!” relates to a negative emotion, and the

Arousal scores of Readers and Writer’s emotion

both reach 4.20. This shows that in the Fictions

domain, a writer’s emotional arousal is better rep-

resented by the Arousal score, and thus the r-value

in Arousal of Writer’s emotion is higher than that

in the News domain.

Similar to the Fictions domain, the r-values in

Arousal of Reader’s emotion and Writer’s emotion

in the Blogs domain are very close. Furthermore,

the r-values in Arousal are higher than those in

the Fictions domain. This indicates that the emo-

tion arousal in the Blogs domain is more distinct

than that in the Fictions domain. For instance,

the text “lol Wonderful Simply Superb.” has ex-

tremely high score in Valence (4.8) and Arousal

(4.8) of Reader’s emotion, while its Valence and

Arousal scores of Writer’s emotion are also high

(4.4 and 3.8, respectively). This implies that the

writers of the Blogs domain express their emotion

more frankly than those of the Fictions domain,

and thus the regressor can better detect the emo-

tion contained in the texts in the Blogs domain.

Unlike other domains, in the Essays domain, the

r-values in Dominance of both Reader’s emotion

and Writer’s emotion are extremely low. None

of the baselines achieve an r-value in Dominance

which is more than 0.1. The reason behind lies

in that most texts in the Essays domain only ob-

jectively state realities. For instance, the text

“Moore’s second hypothesis is that America’s for-

eign policy may contribute to the belief that vio-

lence is an appropriate means to solve conflicts a

hypothesis which is shared by many sociologists

and psychologists.” only introduces the “Moore’s

second hypothesis” in an objective tone, while this

kind of text is somehow hard to decide whether it

expresses an active emotion or a passive emotion

(i.e., whether the Dominance is high or low).

In the Letters domain, the performance in all di-

mensions reaches a high level in r-value compared

with those in other domains. Specifically, there is

no extremely low r-value (<0.20) in any dimen-

sion of either Reader’s emotion or Writer’s emo-

tion. This implies that the writers of the Letters

domain mostly write texts which relate to the real

life of themselves or people around them. For in-

stance, the text “They do not have the resources

necessary to purchase gifts or food for a holiday

meal.” includes a pure emotion of writers, and

such text can arouse more distinct emotion of read-

ers.

Despite the overall lower performance than

other domains due to the least text samples among

all domains, there is no extremely low r-value

achieved by any approach in the Travel Guides

domain. Compared with the texts in the Essays

domain, some texts in the Travel Guides domain

state much about the histories and anecdota of the

tourist attractions. However, besides the historical

stories, for instance, the text “Good for the health

is just one of the many magical qualities that

are attributed to these beautiful emerald-green or

turquoise stones.” makes positive publicity for the

tourist attraction in order to attract tourists, which

contains a distinct positive emotion. Thus com-

pared with the low r-values in Dominance in the

Essays domain, the r-values in the Travel Guides

domain are kept in a good level.

5 Conclusion

In this paper, we propose an Adversarial Atten-

tion Network (AAN) for multi-dimensional emo-

tion regression. AAN takes the advantages from

both adversarial learning and attention mechanism

by conducting adversarial learning between two

attention layers in order to learn better weighted

information in a given text. Empirical evalua-
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tion on EMOBANK Reader’s and Writer’s three-

dimensional emotion regression tasks shows the

superiority of the proposed model with better

performance over several state-of-the-art base-

lines. This indicates the effectiveness of the

proposed adversarial learning approach to multi-

dimensional emotion regression.

However, our proposed AAN still has several

limitations. In our future work, we would like to

improve the model structure and the adversarial

learning algorithm. Moreover, we would like to

seek a stable and controllable way to conduct ad-

versarial learning among more than two objects.

Last but not least, we would like to apply our

approach to other heterogeneous texts-concerned

NLP tasks.
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