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Abstract

The process of obtaining high quality la-
beled data for natural language under-
standing tasks is often slow, error-prone,
complicated and expensive. With the vast
usage of neural networks, this issue be-
comes more notorious since these net-
works require a large amount of labeled
data to produce satisfactory results. We
propose a methodology to blend high qual-
ity but scarce labeled data with noisy but
abundant weak labeled data during the
training of neural networks. Experiments
in the context of topic-dependent evidence
detection with two forms of weak labeled
data show the advantages of the blending
scheme. In addition, we provide a manu-
ally annotated data set for the task of topic-
dependent evidence detection.

1 Introduction

In recent years, neural networks have been widely
used for natural language understanding tasks.
Such networks demand a considerable amount of
labeled data for each specific task. However, for
many tasks, the process of obtaining high quality
labeled data is slow, expensive, and complicated
(Habernal et al., 2018). In this work, we propose
a method for improving network training when a
small amount of labeled data is available.

Several works have suggested methods for gen-
erating weak labeled data (WLD) whose quality
for the task of interest is low, but that can be eas-
ily obtained. One approach for gathering WLD is
to apply heuristics to a large corpus. For example,
Hearst (1992) considered a noun to be the hyper-
nym of another noun if they are connected by the
is a pattern in a sentence.
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Distant supervision is another form of WLD
used in various tasks such as relation extraction
(Mintz et al., 2009; Surdeanu et al., 2012) and sen-
timent analysis (Go et al., 2009). Other works use
emojis or hashtags as weak labels describing the
texts in which they appear (e.g., Davidov et al.
(2010) in the context of sarcasm detection).

WLD can be freely obtained, however it comes
with a price: it is often very noisy. Therefore, sys-
tems trained only on WLD are at a serious disad-
vantage compared to systems trained on high qual-
ity labeled data, which we term henceforth strong
labeled data (SLD). However, we suggest that the
easily accessible WLD is still useful when used
alongside SLD, which is naturally limited in size.

In this work we propose a method for blend-
ing WLD and SLD in the training of neural net-
works. Focusing on the argumentation mining
field, we create and release a data set for the task
of topic-dependent evidence detection. Our evalu-
ation shows that such blending improves the accu-
racy of the network compared to not using WLD
or not blending it. This improvement is even more
evident when SLD is not abundantly available.

We believe that blending WLD and SLD is a
general notion that may be applicable to many lan-
guage understanding tasks, and can especially as-
sist researchers who wish to train a network but
have a small amount of SLD for their task of inter-
est.

2 Background

2.1 WLD and networks

In the field of neural networks, WLD has mainly
been employed for pre-training networks. This
was done in related fields such as information
retrieval (Dehghani et al., 2017b) and sentiment
analysis (Severyn and Moschitti, 2015; Deriu
et al.,, 2017). Contrary to those works, we ex-
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plore a way to utilize WLD together with SLD and
throughout the training process.

Most similar to our work, Dehghani et al.
(2017a) use WLD and SLD together, for senti-
ment classification. They train two separate net-
works, one with WLD only, and another with SLD
only. They control the magnitude of the gradient
updates to the network trained on WLD, using the
scores provided by the network trained on SLD.
Differently, we blend the two types of labeled data
in a single network.

2.2 Argumentation mining

Argumentation mining is attracting a lot of atten-
tion (Lippi and Torroni, 2016). One line of re-
search focuses on identifying arguments (claims
and evidence/premises) within a text (Stab and
Gurevych, 2014; Habernal and Gurevych, 2015;
Persing and Ng, 2016; Eger et al., 2017). An-
other line of work seeks to mine arguments rel-
evant for a given topic or claim, either from a
pre-built argument repository where arguments are
collected from online debate portals (Wachsmuth
et al., 2017), or from unrestricted large scale cor-
pora (Levy et al., 2014; Rinott et al., 2015; Levy
et al., 2017). Our work falls into the latter cate-
gory of corpus wide topic-dependent argumenta-
tion mining.

Previous work by Rinott et al. (2015) presented
the task of detecting evidence texts that are rele-
vant for claims of a given topic. They search in a
preselected set of articles, in which the likelihood
to find an evidence is considerably higher than in
an arbitrary article from the corpus. In this work,
we detect evidence directly supporting or contest-
ing the topic (without an intermediate claim), and
we search in the entire corpus, with no need for
pre-selecting a small set of relevant articles.

2.3 SLD and WLD in argumentation mining

Publicly available strong labeled data (SLD) for
argument mining is usually only a couple of thou-
sand instances in size (e.g., Stab and Gurevych
(2017) present one of the largest, with around
6,000 annotated positive instances). Recently,
Habernal et al. (2018) have commented about
the difficulty to collect valuable SLD from crowd
sourcing for such tasks.

Several works utilize WLD for argumentation
mining; Webis-Debate-16 (Al-Khatib et al., 2016)
use the structure of online debates as distant su-
pervision for the task of argument classification.
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Sentences from the first paragraph are considered
as non-argumentative and the rest of the sentences
are considered as argumentative.

For the topic-dependent claim detection task,
Levy et al. (2017) showed that retrieving sentences
with the word that followed by the concept repre-
senting the topic, yields candidates that are more
likely to contain a claim for that topic than arbi-
trary sentences which contain the topic concept.

3 BlendNet

We present BlendNet, a neural network that is
trained on a blend of WLD and SLD.

3.1 Network description

Our network is a bi-directional LSTM (Graves and
Schmidhuber, 2005) with an additional attention
layer (Yang et al., 2016).

The models are all trained with a dropout of
0.85, using a single dropout mask across all time-
steps as proposed by Gal and Ghahramani (2016).
The cell size in the LSTM layers is 128, and
the attention layer is of size 100. We use the
Adam method as an optimizer (Kingma and Ba,
2015) with a learning rate of 0.001, and apply gra-
dient clipping with a maximum global norm of
1.0. Words are represented using the 300 dimen-
sional GloVe embeddings learned on 840B Com-
mon Crawl tokens and are left untouched during
training (Pennington et al., 2014).

We note that even though we chose this net-
work architecture, there is nothing in the blending
method we propose which is restricted to it, and
blending can be easily applied to other networks.

3.2 WLD blending

WLD is a pair of disjoint sets, WLD,os and
WLD;,ee. The two sets are constructed such that
the probability of finding positive instances in
WLD,, is significantly higher than that of finding
them in WLDy,e,. This difference in probabilities
is the source of the signal WLD provides. Impor-
tantly, the probability in WLD,,os can still be rather
low.

As mentioned in Section 2.1, using WLD to pre-
train neural networks has been proven to be ef-
fective. We extend this idea by allowing the use
of WLD alongside SLD during the entire training
process of the network. Our intuition is that even
though WLD signal is noisy, there is potential in



its additional massive amount, and integrating it
can improve training when SLD is limited in size.

In every epoch (a pass through the entire SLD),
the training data is enriched with WLD. However,
since WLD is noisy, an exponentially decreasing
fraction of it is blended into the network at each
epoch.

Formally, we have m initialization epochs us-
ing the entire WLD with no SLD. After this
pre-training phase, we continue with n blending
epochs, in each using all the available SLD, and
a fraction of the WLD which is determined by a
blend factor o € [0..1]. In the k'™ blending epoch
(k € [0..n—1]) we blend o of the WLD with the
SLD, and feed the data in a random order to the
network. Consequently, the first blending epoch
uses full SLD and full WLD, and in every subse-
quent epoch the amount of WLD decays by a fac-
tor of . The stopping point n will typically be
empirically determined. We set it to a number that
will guarantee that the last couple of epochs will
be composed of mainly SLD, since eventually, this
is the better signal for training.

One can come up with different methods for
blending WLD and SLD. For instance, start train-
ing with all available SLD and gradually blend
more and more WLD, or use all available WLD
and SLD during the entire training. In Section 5
we refer to some alternatives and show that they
do not achieve better results than the one presented
above. However, we do not claim that our blend-
ing method is the only option or even the best one.
The goal of this work is to suggest one method
which works.

4 Data sets

We created a data set of 5,785 sentences with man-
ual annotations for the task of topic-dependent ev-
idence detection (this will serve as our SLD). It is
available on the IBM Debater Datasets webpage. !
We use it for training and for evaluation and de-
scribe it next. In Section 4.2 we describe two
methods for freely obtaining weak labeled data for
our task.

4.1 SLD annotation

Our strong labeled data (SLD) consists of pairs of
a topic and a sentence. Topics were extracted from
several sources, such as Debatepedia, an online

'See http://www.research.ibm.com/haifa/
dept/vst/debating_data.shtml
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encyclopedia dedicated to debates and argumen-
tation. The data set includes 118 diverse topics,
from domains such as politics, science and edu-
cation. The topics generally deal with one clearly
identifiable concept.

The sentences were extracted from Wikipedia
and were annotated by crowd-sourcing. We used
10 annotators for each pair of topic and sentence;
each annotator either confirms or rejects the sen-
tence as evidence for the topic. We combine the
annotators’ votes into a binary label by majority.
Ties are resolved as non-evidence.

The guidelines for the task present three criteria
which all have to be met for a positive label. The
sentence must clearly support or contest the topic,
and not simply be neutral. It has to be coherent and
stand mostly on its own. Finally it has to be con-
vincing, something you could use to sway some-
one’s stance on the topic: a claim is not enough, it
has to be backed up.

The annotators agreement is 0.45 by Fleiss’
kappa. This is a typical value in such challeng-
ing labeling tasks, comparable to previous reports
in the literature, e.g., (Aharoni et al., 2014; Rinott
et al., 2015). In addition, for 85% of the labeled
instances, the majority vote included at least 70%
of the annotators, further supporting the quality of
the released data.

The 118 topics were randomly split into two
sets: 83 topics for training (4,066 sentences), and
35 topics for testing (1,719 sentences). No sen-
tences of the same topic appear in both sets. The
prior for positive, i.e., an evidence instance, is
about 40% for both sets. In addition, every occur-
rence of the topic concept in the candidate is re-
placed with a common token, to keep the training
topic-independent. The topic concept is detected
by an in-house wikification tool, similar to TagMe
(Ferragina and Scaiella, 2010). The README,
provided with this paper, includes additional infor-
mation about the data set and the pre-processing.

4.2 WLD generation

Next we describe two sources of WLD we use in
our experiments. For the first source, we use the
method described by Levy et al. (2017) for un-
supervised topic dependent claim detection. Fol-
lowing them, we construct the set of WLD,,s by
retrieving sentences from Wikipedia which match
the query “that + topic concept”, i.e. sentences
which contain the word “that” followed by the
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concept of the topic (not necessarily adjacent).
The WLD;,¢, set is constructed by retrieving sen-
tences that contain the topic concept and are not
part of WLD,. Levy et al. (2017) showed that
the likelihood of claims in WLD, is double the
likelihood in WLD)yeg.

We believe that the query “that + topic concept”
is indicative of argumentative content in general,
and not just of claims. It is therefore a good fit
for constructing WLD for the topic-dependent ev-
idence detection task. Indeed, in the data set, de-
scribed in Section 4.1, the prior for positive in the
entire training set is close to 40%, but among the
candidates that match the query, it is much higher
— 52%. Applying this WLD method we were
able to extract 253, 352 sentences from Wikipedia
which contain the topic concept, 25% of them also
contain “that” before the topic concept, and they
are our WLD 5.

For the second source of WLD, we use the
Webis-Debate-16 corpus (Al-Khatib et al., 2016),
using their argumentative vs. non-argumentative
division. This division was automatically cre-
ated by mapping the specific structure of ide-
bate.org pages — introduction, points for/against,
point/counterpoint — to the two classes. The sen-
tences of the introduction are labeled by them
as non-argumentative, under the assumption that
they neutrally present the topic. We use them as
our WLDye,. The other sentences are labeled in
Webis-Debate-16 as argumentative, thus we use
them as our WLD;o. Out of 16,402 total in-
stances, 66% are in WLD,s. This data set doubly
deserves the status of WLD in our task because
the labels do not exactly match the evidence/non-
evidence classification, and in addition it is pro-
duced automatically based on a coarse-grained
mapping that is bound to introduce noise.

5 Experimental setup and results

We use the data set described in Section 4, train-
ing the network on the train set and evaluating its
accuracy on the test set. We empirically explore
several blending configurations and evaluate their
impact on the accuracy of the network. To vali-
date our assumption that WLD contribution would
be more prominent when SLD is limited, we test
each configuration with varying sizes of SLD be-
tween 500 and 4,000.

Following some preliminary exploration, on a
different data set, we noticed that the parameter
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m, the number of initialization epochs, does not
make a significant difference, and we set it to be 1
(trying m > 1 resulted in slightly worse accuracy).

As mentioned in Section 3.2, our stopping cri-
terion was set to ensure that in any configuration,
we have four blending epochs in which the input
for the network is mostly SLD, i.e. it is at least
95% of the data seen by the network.

For the blending factor we tried a €
{0,0.05,0.2}, and quickly learned that choosing
a blending factor value larger than 0.05 is typi-
cally ineffective. Since the blending factor deter-
mines the numbers of epochs in which the WLD is
significant, and since it is reasonable to limit this
number due to the noisy nature of the WLD, it is
not surprising that a small value of « is preferable.
We note that setting o = 0 means WLD is only
used in the initialization epochs.

Finally, to keep results reliable, as SLD size can
get quite small, we repeat each configuration run
five times with different SLD slices to reduce vari-
ance. For each run we record the best accuracy
out of all its epochs and report the micro average
of the best accuracies of the five runs.

Figure 1 depicts our results. Blending WLD
throughout several epochs of training (the thick
green curve with round dots), improves perfor-
mance over using it only for initialization, as most
previous works do (the dashed red curve), and
over not using WLD at all (the blue curve with
triangles). This effect is significantly more no-
table as we use less SLD. For example, in the left
plot, which presents the usage of Webis-Debate-
16 as WLD, we see that using 1,000 instances of
SLD with WLD yields results comparable to using
2,500 SLD instances. Similarly, 2,000 SLD in-
stances plus WLD, are comparable to using 3,000
SLD instances. The effect is smaller when the
WLD is based on the “that + topic concept” query,
but the trend is similar.

One may claim that the signal in WLD is
stronger than we hypothesized and therefore the
performance improves simply because we are
adding labeled data for training. To test this claim
we train the network with all available WLD and
only it. The single triangles on the Y-axis of each
plot show that the accuracy of the network with
such training is much lower than using the entire
SLD, reflecting the inferior quality of the WLD.
In addition, we note that the accuracy on the test
set of the “that + topic concept” query, which was
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Figure 1: Micro-averaged accuracy on the SLD test set for the different sizes of SLD training data. A
single asterisk (*) indicates significant results in comparison to SLD only and double asterisks indicate
significant results also in comparison to blend factor O (unpaired student t-test with p < 0.05).

used to collect one of our WLD types, is only 17%.

Another claim may be that just by utilizing
WLD in addition to SLD the accuracy improves,
and that there is no need for any blending method.
To answer that, we unify the WLD and the SLD,
without applying any blending method (single
squares on the right border of each plot). For
the WLD constructed by the “that + topic con-
cept” query the accuracy is well below the accu-
racy achieved when using SLD alone, as can be
seen in the right plot. On the left plot, we see that
unifying the WLD with the SLD does not help nor
harm compared to using the SLD alone.

We conclude that even though WLD is not
nearly as accurate as SLD, it has the potential to
improve performance, if blended correctly.

We also tried gradually increasing the amount
of WLD in each blending epoch, instead of de-
creasing it. We tested several increasing factors
on both types of WLD. Results were similar to the
proposed blending method.

6 Conclusions

Neural networks have become widely useful in
natural language understanding tasks. It is often
the case that there is not enough high quality la-
beled data for the target task, leading to significant
drops in network performance. On the other hand,
for many tasks, weak labeled data can be easily
obtained but is usually noisy.

In this work we explore a way to enable a net-
work to take advantage of the large size of WLD
without overriding the high quality of SLD.
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In the method we present, training starts with
initialization epochs in which only the WLD is
used. It continues with blending epochs in which
the data fed to the network is a dynamic mix-
ture of WLD and SLD. The blending method we
presented, assigns higher importance to the vast
amount of WLD at the beginning of the training
and decreases its impact as training progresses.

We evaluate our blending method on the task
of topic-dependent evidence detection, leveraging
two WLD sources, and show that it improves per-
formance for each source. The impact of blending
increases as the amount of SLD decreases.

Additionally, we release a data set of 5,785
manually labeled sentences to encourage repro-
ducibility and further work on evidence detection.

The impact of the two WLD we tried is evi-
dently different: the Webis corpus seems to help
more than the “that + topic concept” query. This
calls for future work of understanding what makes
a good fit between WLD and SLD. The amount of
WLD does not seem to be an important factor, as
we see that blending the smaller WLD of the two
achieves better performance. It is probably highly
related to the quality of the WLD. Sentences re-
trieved from Wikipedia are of many forms and do-
mains, while the Webis corpus is composed of sen-
tences from debates, which might explain why the
network is able to leverage it better.

For future work we intend to examine ways to
find better WLD and to make better use of it. For
example, instead of choosing one type of WLD,
we can combine several WLD types together.
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