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Abstract

We propose AliMe Chat, an open-domain
chatbot engine that integrates the joint re-
sults of Information Retrieval (IR) and Se-
quence to Sequence (Seq2Seq) based gen-
eration models. AliMe Chat uses an at-
tentive Seq2Seq based rerank model to
optimize the joint results. Extensive ex-
periments show our engine outperforms
both IR and generation based models. We
launch AliMe Chat for a real-world indus-
trial application and observe better results
than another public chatbot.

1 Introduction

Chatbots have boomed during the last few years,
e.g., Microsoft’s Xiaolce, Apple’s Siri, Google’s
Google Assistant. Unlike traditional apps where
users interact with them through simple and struc-
tured language (e.g., “submit”, “cancel”, “order”,
etc.), chatbots allow users to interact with them us-
ing natural language, text or speech (even image).

We are working on enabling bots to answer cus-
tomer questions in the E-commerce industry. Cur-
rently, our bot serves millions of customer ques-
tions per day (mainly Chinese, also some English).
The majority of them is business-related, but also
around 5% of them is chat-oriented (several hun-
dreds of thousands in number). To offer better
user experience, it is necessary to build an open-
domain chatbot engine.

Commonly used techniques for building open-
domain chatbots include IR model (Ji et al., 2014;
Yan et al., 2016b) and generation model (Bah-
danau et al., 2015; Sutskever et al., 2014; Vinyals
and Le, 2015). Given a question, the former re-
trieves the nearest question in a Question-Answer
(QA) knowledge base and takes the paired an-
swer, the latter generates an answer based on a
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pre-trained Seq2Seq model. Often, IR models fail
to handle long-tail questions that are not close to
those in a QA base, and generation models may
generate inconsistent or meaningless answers (Li
et al., 2016; Serban et al., 2016).

To alleviate these problems, we propose a hy-
brid approach that integrates both IR and gener-
ation models. In our approach, we use an atten-
tive Seq2Seq rerank model to optimize the joint
results. Specifically, for a question, we first use an
IR model to retrieve a set of QA pairs and use them
as candidate answers, and then rerank the candi-
date answers using an attentive Seq2Seq model: if
the top candidate has a score higher than a certain
threshold, it will be taken as the answer; otherwise
the answer will be offered by a generation based
model (see Fig. 1 for the detailed process).

Our paper makes the following contributions:

e We propose a novel hybrid approach that uses
an attentive Seq2Seq model to optimize the
joint results of IR and generation models.

e We conducted a set of experiments to assess
the approach. Results show that our approach
outperforms both IR and generation.

e We compared our chatbot engine with a pub-
lic chatbot. Evidence suggests that our en-
gine has a better performance.

e We launched AliMe Chat for a real-world in-
dustrial application.

The rest of the paper is structured as follows:
Section 2 presents our hybrid approach, followed
by experiments in Section 3, related work is in
Section 4, and Section 5 concludes our work.

2 A Seq2Seq based Rerank Approach

We present an overview of our approach in Fig. 1.
At first, we construct a QA knowledge base from
the chat log of our online customer service cen-
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Figure 1: Overview of our hybrid approach.

ter. Based on this QA knowledge base, we then
develop three models: an IR model, a genera-
tion based model and a rerank model. There are
two points to be noted: (1) all the three mod-
els are based on words (i.e., word segmentation is
needed): the input features of IR model are words,
while those of generation model and rerank model
are word embeddings, which are pre-trained us-
ing fasttext (Bojanowski et al., 2016) and further
fine-tuned in the two models; (2) our generation
based model and rerank model are built on the
same Seq2Seq structure, the former is to generate
an output while the latter is to score the candidate
answers with regarding to an input question.
Given an input question ¢ and a threshold 7', the
procedure of our approach is as follows:

e First, we use the IR model to retrieve a set of
k candidate QA pairs (gkb, , ri)le (k = 10).

e Second, we pair ¢ with each candidate an-
swer r; and calculate a confidence score
o(r;) = s(gq,r;) for each pair using the scor-
ing function in Eqn. 2 of the rerank model.

e Third, we consider the answer r with the
maximal score o(r) = maxo(r;): if o(r) >
T, take the answer 7; otherwise output a reply
r’ from the generation based model.

Here, the threshold 7' is obtained through an
empirical study, to be discussed in Section 3.2.

2.1 QA Knowledge Base

We use the chat log of our online customer service
center between 2016-01-01 and 2016-06-01 as our
original data source (the conversations are taken
between customers and staff). We construct QA
pairs from conversations by pairing each question
with an adjacent answer. When needed, we flatten
consecutive questions (resp. answers) by concate-
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nating them. After that, we filter out QA pairs that
contain business related keywords. Finally, we ob-
tained 9,164,834 QA pairs.

2.2 IR Model

Our retrieval model employs search technique to
find the most similar question for each input and
then obtain the paired answer. With word segmen-
tation, we build an inverted index for the set of all
9,164,834 questions by mapping each word to a set
of questions that contain that word. Given a ques-
tion, we segment it into a set of words, remove
stop words, extend the set with their synonyms,
and use the refined set to call back a set of QA
candidate pairs. We then employ BM25 (Robert-
son et al., 2009) to calculate similarities between
the input question and the retrieved questions, and
take the paired answer of the most similar one as
the answer.

2.3 Generation based Model

Our generation based model is built on the atten-
tive Seq2Seq structure (Bahdanau et al., 2015).
Let 6; = {y1,y2, - ,¥i—1, ¢}, the probability
of generating a word y; at position ¢ is given by
Eqn. 1, where f is a nonlinear function that com-
putes the probability, s;_; is the hidden state of the
output at position ¢ — 1, ¢; is a context vector that
depends on (hi, ho,- -, hy), the hidden states
of the input sequence: ¢; = >_7" ) ajjhj, aij =
a(si—1,hj) is given by an alignment model that
scores how well the input at position j matches to
the output at 7 — 1 (Bahdanau et al., 2015). An ex-
ample is shown in Fig. 2, where ¢ = 3 and m = 4.

p(yi = wil6;) = p(yi = wily1, Y2, - - -, Yi—1,¢i)
= f(yi-1, Si—1,¢i) (D
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Figure 2: Attentive Seq2Seq model. Our model is mainly for Chinese.

We choose Gated Recurrent Units (GRU) as our
Recurrent Neural Network (RNN) unit. A few im-
portant implementations are discussed below.

Bucketing and padding. To handle questions
and answers of different lengths, we employ the
bucket mechanism proposed in Tensorflow !. We
use five buckets (5, 5), (5, 10), (10,15), (20, 30),
(45,60) to accommodate QA pairs of different
length, e.g., a question of length 4 and an an-
swer of length 8 will be put in bucket (5, 10), and
pad questions and answers with a special symbol
“_PAD” when needed.

Softmax over sampled words. To speed up the
training process, we apply softmax to a set of sam-
pled vocabulary words (the target word and 512
random ones) rather than the whole set. The idea
is similar with the importance sampling strategy in
(Jean et al., 2014).

Beam search decoder. In the decode phase, we
use beam search, which maintains top-k (k = 10)
output sequences at each moment ¢, instead of
greedy search, which keeps only one at each time
t, to make our generation more reasonable.

2.4 Attentive Seq2Seq Rerank Model

Our rerank model uses the same attentive Seq2Seq
model to score candidate answers with regarding
to an input question. Specifically, we choose mean
probability, denoted as sM¢@Prod in Eqn. 2, as our
scoring function (a candidate answer is treated as
a word sequence wy, ws, -+ ,wy). We have also
tried inverse of averaged cross-entropy and har-
monic mean, but they had a poorer performance.

1
gMean-Prob _ E Zp(yi — wz|91) (2)
=1

"https://www.tensorflow.org/tutorials/seq2seq
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3 Experiments

In our experiments, we first examined the effec-
tiveness of attentive Seq2Seq model with the scor-
ing criterion mean probability; we then evaluated
the effectiveness of IR, Generation, IR + Rerank,
IR + Rerank + Generation (our approach); we also
conducted an online A/B test on our approach and
a baseline chatbot engine; lastly, we compared our
engine with a publicly available chatbot.

For evaluation, we have business analysts go
through the answer of each testing question (two
analysts for the experiment comparing with an-
other public chatbot, and one for the other exper-
iments), and mark them with three graded labels:
“0” for unsuitable, “1” means that the answer is
only suitable in certain contexts, “2” indicates that
the answer is suitable. To determine whether an
answer is suitable or not, we define five evaluation
rules, namely “right in grammar”, “semantically
related”, “well-spoken language”, “context inde-
pendent” and “not overly generalized”. An answer
will be labeled as suitable only if it satisfies all the
rules, neutral if it satisfies the first three and breaks
either of the latter two, and unsuitable otherwise.

We use top-1 accuracy (FPj,p,) as the criterion
because the output of some approaches can be
more than one (e.g., IR). This indicator measures
whether the top-1 candidate is suitable or neutral,
and is calculated as follows: Pyop, = (Nsuitable +
Nneutral)/Ntotal, where Ngyitabie means the num-
ber of questions marked as suitable (other symbols
are defined similarly).

3.1 Evaluating Rerank Models

We first compared two Seq2Seq models (the ba-
sic one proposed in (Cho et al., 2014), the atten-
tive one presented in Section 2.4), on three scor-



ing criteria (mean probability, inverse of averaged
cross-entropy and harmonic mean) using a set of
randomly sampled 500 questions. We show the
Piop, result in Table 1, which suggests that the at-
tentive Seq2Seq model with sMeaProd hag the best
performance. We use it in our rerank model.

IR+Rerank IR
SMean-Prob SCross-Enl SHM
Basic 0.48 0.48 0.47 0.47
Attentive 0.54 0.53 0.53 ’

Table 1: Comparison of different rerank models.

3.2 Evaluating Candidate Approaches

We then evaluated the effectiveness of the follow-
ing four approaches with another set of 600 ques-
tions: IR, Generation, IR + Rerank, IR + Rerank
+ Generation. We present the result in Fig. 3.
Clearly the proposed approach (IR + Rerank +
Generation) has the best top-1 accuracy: with a
confidence score threshold T' = 0.19, P, =
60.01%. Here, questions with a score higher than
0.19 (the left of the dashed line, 535 out of 600),
are answered using rerank, and the rest is handled
by generation. The P, for the other three alter-
natives are 47.11%, 52.02%, and 56.23%, respec-
tively. Note that a narrowly higher P, can be
achieved if a higher threshold is used (e.g., 0.48),
or, put differently, rerank less and generate more.
We use the lower threshold because of the uncon-
trollability and poor interpretability of Seq2Seq
generation: with an elegant decrease at the P, ,
we gain more controllability and interpretability.

IR + Rerank + Generation (T = 0.19)

SN0 42 X
s CTETET T,
ra \

e

Generation Rerank
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Figure 3: Top-1 accuracy of candidate approaches.

3.3 Online A/B Test

We implemented the proposed method in AliMe
Chat, our online chatbot engine, and conducted an
A/B test on the new and the existing IR method
(questions are equally distributed to the two ap-
proaches). We randomly sampled 2136 QA pairs,
with 1089 questions answered by IR and 1047
handled by our hybrid approach, and compared
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their top-1 accuracies. As shown in Table 2, the
new approach has a P, of 60.36%, which is
much higher than that of the IR baseline (40.86%).

Model | Niotat  Nunsuitable  Nneutral  Nsuitable  Propy
IR 1089 644 384 ol 40.86%
Hybrid 1047 415 504 128 60.36%

Table 2: Comparison with IR model in A/B test.

3.4 Comparing with a Public Chatbot

To further evaluate our approach, we compared it
with a publicly available chatbot 2. We select 878
out of the 1047 testing questions (used in the A/B
test) by removing questions relevant to our chat-
bot, and use it to test the public one. To com-
pare their answers with ours, two business analysts
were asked to choose a better response for each
testing question. Table 3 shows the averaged re-
sults from the two analysts, clearly our chatbot has
a better performance (better on 37.64% of the 878
questions and worse on 18.84%). The Kappa mea-
sure between the analysts is 0.71, which shows a
substantial agreement.

[ Win Equal Lose
Number 330 382 165
Percentage | 37.64% 43.52% 18.84%

Table 3: Comparison with another chatbot.

3.5 Online Serving

We deployed our approach in our chatbot engine.
For online serving, reranking is of key importance
to run time performance: if k£ candidate QA pairs
are ranked asynchronously, the engine has to wait
for the last reranker and it will get worse when
QPS (questions per second) is high. Our solution
is to bundle each £ QA pairs together and trans-
form it into a k£ X n matrix (n is the maximal length
of the concatenation of the £ QA pairs, padding is
used when needed), and then make use of parallel
matrix multiplication in the rerank model to ac-
celerate the computation. In our experiments, the
batch approach helps to save 41% of the process-
ing time when comparing with the asynchronous
way. Specifically, more than 75% of questions
take less than 150ms with rerank and less than
200ms with generation. Moreover, our engine is
able to support a peak QPS of 42 on a cluster of 5
service instances, with each reserving 2 cores and
4G memory on an Intel Xeon E5-2430 server. This
makes our approach applicable to industrial bots.

*http://www.tuling123.com/



We launched AliMe Chat as an online service
and integrated it into AliMe Assist, our intelligent
assistant in the E-commerce field that supports not
only chatting but also customer service (e.g., sales
return), shopping guide and life assistance (e.g.,
book flight). We show an example chat dialog gen-
erated by our chat service * in Fig 4

<

[ —_J

AliMe
{RoF

hi <<
®, B¢, B2NE, BHATLUEE
B, EERINERIE?
>> Hi, deat, this is AliMe, May I help you?
{RILZ T

how old are you <<
AV ANV c5 2 Sving AN
>> 18! 18! ’'m always 18!
XA
you're so young <<
WIS, INEEN

>> Yeah. I'm still young
Hold to Talk

Figure 4: An example chat dialog of AliMe Chat.

4 Related Work

Closed-domain dialog systems typically use rule-
or template- based methods (Williams and Zweig,
2016; Wen et al., 2016), and dialog state track-
ing (Henderson, 2015; Wang and Lemon, 2013;
Mrksic et al., 2015). Differently, open-domain
chatbots often adopt data-driven techniques. Com-
monly used include IR and Seq2Seq generation.
IR based techniques mainly focus on finding the
nearest question(s) from a QA knowledge base for
an input question, e.g., (Isbell et al., 2000), (Ji
et al., 2014), (Yan et al., 2016b). A recent work
(Yan et al., 2016a) has tried a neural network based
method for matching. Usually, IR based models
have difficulty in handling long-tail questions.
Seq2Seq based generation models are typically
trained on a QA knowledge base or conversation
corpus, and used to generate an answer for each
input. In this direction, RNN based Seq2Seq mod-
els are shown to be effective (Cho et al., 2014;

3Interested readers can access AliMe Assist through the
Taobao App by following the path “(My Taobao)—(My Al-
iMe)”.
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Sutskever et al., 2014; Ritter et al., 2011; Shang
et al., 2015; Sordoni et al., 2015; Serban et al.,
2016). A basic Seq2Seq model is proposed in
(Sutskever et al., 2014), and enhanced with atten-
tion by (Bahdanau et al., 2015). Further, Sordoni
et al. (2015) considered context information, Li
et al. (2016) tried to let Seq2Seq models gener-
ate diversified answers by attaching a diversity-
promoting objective function. Despite many ef-
forts, Seq2Seq generation models are still likely to
generate inconsistent or meaningless answers.

Our work combines both IR based and genera-
tion based models. Our work differs from another
recent combinational approach (Song et al., 2016)
in that they use an IR model to rerank the union of
retrieved and generated answers. Furthermore, we
found that our attentive Seq2Seq rerank approach
helps to improve the IR results significantly.

5 Conclusion

In this paper, we proposed an attentive Seq2Seq
based rerank approach that combines both IR and
generation based model. We have conducted a se-
ries of evaluations to assess the effectiveness of
our proposed approach. Results show that our hy-
brid approach outperforms both the two models.
We implemented this new method in an industrial
chatbot and released an online service.

There are many interesting problems to be fur-
ther explored. One is context, which is of key im-
portance to multi-round interaction in dialog sys-
tem. Currently, we use a simple strategy to incor-
porate context: given a question, if less than three
candidates are retrieved by the IR model, we en-
hance it with its previous question and sent the
concatenation to the IR engine again. We have
tried other context-aware techniques, e.g. context
sensitive model (Sordoni et al., 2015), neural con-
versation model (Sutskever et al., 2014), but they
do not scale up well in our scenario. We are still
exploring scalable context-aware methods. Also,
we are working on personification, i.e., empower-
ing our chatbot with characters and emotions.
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