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Abstract

In this paper, we propose a method for re-
ferring to the real world to improve named
entity recognition (NER) specialized for a
domain. Our method adds a stacked auto-
encoder to a text-based deep neural net-
work for NER. We first train the stacked
auto-encoder only from the real world in-
formation, then the entire deep neural net-
work from sentences annotated with NEs
and accompanied by real world informa-
tion. In our experiments, we took Japanese
chess as the example. The dataset consists
of pairs of a game state and commentary
sentences about it annotated with game-
specific NE tags. We conducted NER ex-
periments and showed that referring to the
real world improves the NER accuracy.

1 Introduction

In recent years there has been a surge of inter-
est in relating natural language to the real world.
And more and more language resources accom-
panied by nonlinguistic data are becoming avail-
able. Typical examples are image descriptions
(Yang et al., 2011; Ushiku et al., 2011) and video
(Hashimoto et al., 2014). Ferraro et al. (2015)
summarized many other image and video datasets.
These datasets allow us to attempt the task of con-
necting language expressions to the real world,
which is called symbol grounding (Harnad, 1990).
Bruni et al. (2014) proposed methods for acquiring
multimodal representations by applying SVD to
distributional semantics and bag-of-visual-words
(BoVW). Ngiam et al. (2011) proposed unsu-
pervised multimodal learning based on deep re-
stricted boltzmann machines (RBMs). In the field
of natural language processing (NLP) research,

*This work was done when the first author was at Ehime
University.
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Kiela et al. (2015) proposed to acquire bilingual
lexicon based on visual similarity. Ramisa et al.
(2015) describe a method for predicting a preposi-
tion referring to positions in the image.

In this paper, we propose a method for enhanc-
ing a named entity (NE) recognizer referring to the
real world. Because of the lack of datasets con-
sisting of sentences annotated with the general NE
tags such as names of people, organizations, and
times (Sang and Meulder, 2003), with accompa-
nying real world data, we take game states as the
counterpart of the language and the NE tag set spe-
cialized for game commentaries such as defense
formations and opening names (Mori et al., 2016).
Similar to bio-medical NEs (Settles, 2004; Tateisi
et al., 2002), these NEs are useful for applications
in the game domain. Our method could be used
to improve automatic game commentary systems
(Kameko et al., 2015b; Chen et al., 2010) or to
build a state search method that uses natural lan-
guage queries instead of state notations (Ganguly
et al., 2014). In addition to these interesting ap-
plications, game states have another advantage for
NLP research. They are much easier to recognize
than images and video, which allows us to concen-
trate on the NLP problem.

In order to incorporate the real world, i.e. game
states, into NE recognition (NER), we propose to
use deep neural networks (DNNs), which have
been reported to be successful in various NLP
tasks such as word embedding (Bengio et al.,
2003; Mikolov et al., 2013b; Pennington et al.,
2014; Mikolov et al., 2013a), part-of-speech tag-
ging (Tsuboi, 2014), parsing (Socher et al., 2010;
Socher et al., 2012; Socher et al., 2013a), parsing
(Socher et al., 2013a), NER (Hammerton, 2003) ,
sentiment analysis (Socher et al., 2013b) and ma-
chine translation (Neubig et al., 2015). First we
build a normal NE recognizer by referring only
to the text information based on DNN. Each unit
of its output layer corresponds to a BIO tag for
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the word (see Section 3). We use post processing
based on the Viterbi algorithm to choose the best
tag sequence by discarding inconsistent ones. This
design allows us to train the model from partially
annotated sentences, in which only some words
are annotated with NE tags (Sasada et al., 2015).
Next we extend the text-based DNN with a mod-
ule that refers to game states. This module is a
stacked-auto-encoder (SAE) (Bengio et al., 2007)
and we first train it only from game states. The
pre-training allows the model to learn game state
embedding which abstracts game state informa-
tion. Then we fine-tune the entire DNN for NER,
consisting of both text-based DNN and SAE. As
we show in later section of this paper, we end up
with an NE recognizer that refers to real world in-
formation in addition to text information, which
increases its accuracy.

2 Related Work

There are several lines of multimodal learning in
the fields of pattern recognition and NLP. Most
learn multimodal representations by solving un-
supervised learning tasks or pseudo-supervised
learning tasks, but there were only a few studies
that directly learned multimodal representations
for target tasks in NLP. Our method incorporates
multimodal information in DNNs for NER.

Bruni et al. (2014) proposed methods for acquir-
ing multimodal representations by applying SVD
to distributional semantics and BoVW. Lopopolo
and van Miltenburg (2015) proposed a similar
method for acquiring sound-based distributional
semantics. Textual vectors are acquired by us-
ing latent semantic analysis (LSA) and auditory
vectors are acquired by the bag-of-audio-words
(BoAW) method. The multimodal representa-
tions are acquired by applying SVD. Ngiam et al.
(2011) and Srivastava and Salakhutdinov (2012)
proposed unsupervised learning methods based on
deep RBMs for learning multimodal representa-
tions in hidden layers. Providing paired infor-
mation such as text-image pairs or audio-video
pairs to RBMs, shared representations are learned
in their hidden layers. Ngiam et al. (2011) also
used deep auto-encoders for learning RBMs. Af-
ter acquiring multimodal representations, they can
be used as inputs for other supervised learning
tasks, such as speech recognition and image re-
trieval, where standard linear classifiers are used
for solving the tasks. Silberer and Lapata (2014)

proposed a deep learning method for learning
multimodal representations by solving pseudo-
supervised tasks to predict the input’s object label,
such as ’boat,” given textual and visual attribute-
based representations for the object. Their ob-
jective function is the weighted sum of the auto-
encoding error and the classification error. Though
their model is for supervised learning, Multi-
modal representations are learned In their exper-
iments, the acquired multimodal representations
were used for evaluating the word similarity task
and word clustering task.

Lazaridou et al. (2015) extend word2vec
(Mikolov et al., 2013a; Mikolov et al., 2013b) to
incorporate visual information for acquiring mul-
timodal representations. Word embedding meth-
ods including word2vec are often used for vari-
ous NLP tasks instead of one hot representations,
and were shown to improve the performance of
NLP systems. Word embeddings are mappings
from a word to a low-dimensional real vectors
that represents word meanings and relations be-
tween words. Word2vec is a method for ac-
quiring word embeddings from a neural network
which solves a pseudo-supervised task to predict
surrounding words. Kiela and Clark (2015) ex-
tend word2vec to incorporate bag-of-audio-words
(BoAW). Gupta et al. (2015) have shown that word
embeddings contain much information for predict-
ing attributes. Herbelot and Vecchi (2015) pro-
posed a method for predicting general quantifiers
such as some for predicate-subject pairs.

Similar to this paper Kameko et al. (2015a) pro-
posed a method for word segmentation using game
states and DNNs. The main differences between
their method and ours is that i) they use game
states to build a term dictionary for word seg-
mentation, but our method directly incorporates
a game state to improve NER, and ii) they used
manually developed features to extract game states
while we automatically acquire game states by us-
ing pre-training.

3 Game Commentary Corpus

The game we chose for the experiments is
Japanese chess, called shogi in Japanese. It is a
two-player board game with professional players.
The board has 9x9 squares and games are played
with 40 pieces of 14 different types. Unlike chess,
players can reuse captured pieces. In computer
science terms, it is a deterministic perfect informa-
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Tag | Meaning

Hu | Human

Tu Turn

Po | Position

Pi Piece

Ps | Piece specifier
Mc | Move compliment
Pa | Piece attribute
Pqg | Piece quantity
Re | Region

Ph | Phase

St Strategy

Ca | Castle

Me | Move eval.
Mn | Move name
Ee | Eval. element
Ev | Evaluation

Ti Time

Ac | Player action
Ap | Piece action
Ao | Other action
Ot | Other notion

Table 1: The named entity tag set.

tion game, so we can completely specify a game
state by the positions of the pieces on the board
and the captured pieces held by on both sides.

Many matches between professional players
have been recorded, and many game states have
commentaries made for fans by other professional
players.

A game commentary corpus! (Mori et al., 2016)
defines 21 types of NEs, which are called shogi-
NEs, as listed in Table 1. The words in the com-
mentary sentences in the corpus are annotated with
BIO-style tags. B, I, and O stand for beginning,
intermediate, and others, respectively. B or | are
used for representing the beginning or intermedi-
ate words of an NE as extension like Hu-B. And O
is used for representing words that are not part of
any NEs. Therefore there are 43 = 21 x 241 BIO
tags.

The main idea of this paper is that the game
state, i.e. the real world, provides information on
the texts that describe it. In the next section, we
propose a method for utilizing this information in
the NER task.

"http://www.ar.media.kyoto-u.ac. jp/
data/game/
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Real-world-input

Figure 1: Deep neural networks for shogi NER.

Text features

Wi—2, Wi—1, Wi, Wit1, Wit2

Wi—2Wi—1, Wi—1W5, WiWi41, Wi4+1Wi42

Wi —2W;j—1Wj, WiW;iy1Wi42

c(wi-2), c(wi-1), c(w;), c(wit1), c(wit2)
pos(w;—2), pos(wi—1), pos(w;), pos(wit1),
pos(uwi )

Table 2: Text features for DNN/CRF NER.

4 Utilizing Real World Information in a
Named Entity Recognizer

Figure 1 shows the overall architecture of our
DNN for NER. The left part is the DNN for text-
based NER and the bottom right part is an addi-
tional DNN for referring to the real world.

4.1 Text-based NER

The text-based NER refers to the text only
through the standard features for NER (Sang and
Meulder, 2003) listed in Table 2. They con-
sist of word n-grams in the window wzf%
W;—2Wj—1W;Wi+1W;+2, Where w; is the word to be
labelled, the part-of-speech tags pos(w) and the
character type c(w)? of a word w in the window
w't3. Each feature corresponds to a unit at the
bottom left in Figure 1 (f7... f}).

Each unit aligned at the top of Figure 1 corre-
sponds to a BIO tag. Thus there are 43 units in the
shogi NE case. The last layer is the softmax func-

tion and we choose the tag of the highest unit value

’In the target language in the experiments, Japanese, the
types are hiragana, katakana, kanji, number, symbol, and
combinations of them.
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Figure 2: Game state features.

for the input word. As we mentioned in Section 1,
this design makes it possible to use partially anno-
tated data.® It can, however, generate inconsistent
BIO tag sequences, e.g., an NE starting with an |
tag. We use a best path search module based on the
Viterbi algorithm while limiting the search space
into valid tag sequences (Sasada et al., 2015).

4.2 NER Referring to the Real World

To enable our NE recognizer to refer to the real
world, we add a network to the DNN for text-
based NER as shown in the bottom right in Fig-
ure 1. The input layer corresponds to the game
state features depicted in Figure 2 (f{ ... f;,). For
shogi they are nine-by-nine binary features which
represent the positions of pieces on the board for
each piece type and each player. Thus we have
m 2,268 (= 9 x 9 x 14 x 2) features for
the pieces on the board and 14 (= 7 x 2) integer
features which represent the number of captured
pieces for each type and each player.

To incorporate the game state features we pro-
pose using an SAE (Bengio et al., 2007) to ab-
stract the game state information instead of di-
rectly adding the units for these features to the
text-based NER. To build the SAE, we first pre-
pare a three-layer neural network (with one hid-
den layer) as depicted on the left side of Figure
3 and train it providing the same game states to
both input and output layers. With this process we
can obtain the best reduced representations for the
game states as the hidden layer that reconstructs
the input game state features at the output layer.

3Tsuboi et al. (2008) extended conditional random fields
to be trained from partially annotated data. One can extend
sequence labeling DNN (RNN or LSTM) in a similar way.
This is, however, clearly out of the scope of this paper.
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Usage #Sentences | #NEs | #Words | #Game

states
Pretraining - - - | 213,195
Training 1,546 | 7,922 | 27,025 391
Test 492 | 2,365 7,161 156

Table 3: Game commentary corpus specifications.
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Table 4: Dimensions of the SAE layers.

Then we duplicate the hidden layer and put an-
other hidden layer of smaller dimension between
them (see the network in the middle of Figure 3)
and train it in the same manner. This time the out-
put layer is the duplicated former hidden layer and
we train the new hidden layer by minimizing the
difference between the duplicated former hidden
layers. We repeat this process for a fixed number
of times as shown on the right side of Figure 3.
This process is called pre-training. Note that dur-
ing pre-training only game states are used.

After the pre-training, we cut off the top layer
to obtain a network with a trapezoid shape whose
top layer abstracts game states (a; . .. a; in Figure
1). Then we join it to the DNN for the text-based
NER as shown in Figure 1. Finally, we fine-tune
it from both game states and texts annotated with
NE tags. Note that we also tune parameters in the
pre-trained SAE.

5 Experimental Evaluation

In this section we describe the NER experiments
we conducted to evaluate our method.

5.1 Experimental Settings

The corpus we used is the game commentary cor-
pus (Mori et al., 2016) described in Section 3
briefly. Table 3 shows its specifications. Table 4
shows the number of dimensions in each layer for
game state embeddings in pre-training. We set the
number of layers in the SAE (Subsection 4.2) to
four, with which we could maximize the accuracy
on the development set held-out from the training
data.

5.2 Models for Comparison

The baseline is text-based NER based on DNN as
described in Subsection 4.1. In addition, we tested
NER based on conditional random fields (CRFs)
(Lafferty et al., 2001) with the same text features,
because NER is a sequence labeling problem and



Figure 3: Building stacked-auto-encoder.

Method R{:(c)u Prec. Recall | F-meas.
CRFs 89.76% | 90.58% | 76.87% 83.17
DNN 90.87% | 89.27% | 79.49% 84.10
DNN +R | 91.30% | 89.13% | 80.76% 84.74

Table 5: NER results.

CRFs are the standard method used to solve it
(McCallum and Li, 2003). We compared these
baselines and our NER that refers to the real world
(DNN+R) as described in Subsection 4.2. Its SAE
was trained on 213,195 game states.

5.3 Results and Discussion

Table 5 shows the results. From the F-measures
we see that DNN is better than CRFs. This is
consistent with many works which apply DNN
to NLP problems. A comparison between DNN
and DNN+R tells us that we can achieve a further
improvement by referring to real world informa-
tion. The difference in BIO accuracies between
them is statistically significant (McNemar’s test,
p < 0.01). Therefore we can say that our method
successfully integrates real world information into
text information to build a better solution to the
NER problem.

When we take a close look at the precision and
recall, DNN+R and DNN balance them better than
CRFs. CRFsrecognized shogi-NEs with high pre-
cision but with low recall. The NER results tell
that CRFs tended to output O tags when they were
not confident to classify correct shogi-NE tags.
DNN+R and DNN can classify BIO tags more
accurately than CRFs as can be seen in BIO ac-
curacies in Table 5. As a consequence DNN+R
and DNN confidently recognize more shogi-NEs,
which makes their recall higher than that of CRFs.

From Table 5 we see that DNN+R is better
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than DNN. Followings are examples of shogi-NEs
which DNN+R successfully recognized but DNN
failed: Ot tag for “fataki,” which means dropping
a pawn in front of a piece of the opponent, and Mn
tag for “tsumero” (threatmate). By referring to the
game state, DNN+R was better at understanding
the game situation and resulted better performance
than DNN, the text-based NER.

6 Conclusion

In this paper, we proposed a method for referring
to the real world to improve NER in a specialized
domain. Our method adds an SAE to a text-based
DNN for NER. We first pre-train the SAE using
only real world information, and then we train the
entire DNN from sentences annotated with NEs
and accompanied by real world information.

In our experiments, we used shogi (Japanese
chess) as the example. The dataset consists of
pairs of a game state and commentary sentences
on it annotated with 21 shogi NE tags. We con-
ducted NER experiments and showed that refer-
ring to the real world improves NER accuracy.

Our method has the potential to be applied to
various NER problems, such as general NER with
pictures and financial NER with stock charts, by
changing the SAE features. An interesting area of
future work is preparing datasets in these domains
and testing our method on them.
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