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Abstract

This paper presents a novel model for
Japanese predicate argument structure
(PAS) analysis based on a neural network
framework. Japanese PAS analysis is chal-
lenging due to the tangled characteristics
of the Japanese language, such as case dis-
appearance and argument omission. To
unravel this problem, we learn selectional
preferences from a large raw corpus, and
incorporate them into a SOTA PAS anal-
ysis model, which considers the consis-
tency of all PASs in a given sentence. We
demonstrate that the proposed PAS anal-
ysis model significantly outperforms the
base SOTA system.

1 Introduction

Research on predicate argument structure (PAS)
analysis has been conducted actively these days.
The improvement of PAS analysis would benefit
many natural language processing (NLP) applica-
tions, such as information extraction, summariza-
tion, and machine translation.

The target of this work is Japanese PAS analy-
sis. The Japanese language has the following char-
acteristics:

e head final,
o free word order (among arguments), and

e postpositions function as
markers.

(surface) case

Japanese major surface cases are % (ga), & (wo),
and (Z (ni), which correspond to Japanese post-
positions (case markers). We call them nomina-
tive case, accusative case, and dative case, respec-
tively. In this paper, we limit our target cases to

these three cases. Note that though they are sur-
face cases, they roughly correspond to Argl, Arg2,
and Arg3 of English semantic role labeling based
on PropBank.

Japanese PAS analysis has been considered as
one of the most difficult basic NLP tasks, due to
the following two phenomena.

Case disappearance When a topic marker (&
(wa) is used or a noun is modified by a relative
clause, their case markings disappear as in the fol-
lowing examples.'

(1) a YVavik Nvz BN, = Vavp
John-TOP bread-ACC 3¢ John-NOM
(John ate bread.)
b. Nk Javr Bk, - N\VE
bread-TOP John-NOM 3¢¢ bread-ACC
(John ate bread.)

NoE AREZYay & . —Tavheasrs
bread-ACC ate John-ACC John-NOM (ate)
(John, who ate bread, ...)

@2) a

BN SV W S E
(ate) bread-ACC

b. YVaurMn
John-NOM j¢e bread-NOM
(Bread, which John ate, ...)

In the example sentences (la) and (1b), since a
topic marker (& is used, the NOM and ACC case
markers disappear. In the example sentences (2a)
and (2b), since a noun is modified by a relative
clause, the NOM case of “3’ = > (John) for “f&
N 72> (eat) and ACC case of “/N>” (bread) for
“f\ /27 disappear.

Argument omission Arguments are very often
omitted in Japanese sentences. This phenomenon
is totally different from English sentences, where
the word order is fixed and pronouns are used con-

"In this paper, we use the following abbreviations:

NOM (nominative), ACC (accusative), DAT (dative) and
TOP (topic marker).
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[ dependency parsing ]

‘/‘/——\x

Davixk % EBEoT. B,
John- \ read-AC ought\-a(r;% ate
NOM o-NoMm | Tt ¢-acc |
zero anaphora
resolution

Figure 1: An example of PAS analysis. Input sen-
tence: “> 3 VIV EEH ST, BN/, ” (John
bought bread, and ate it.)

sistently. For example, let us compare the follow-
ing parallel Japanese and English sentences:
(B) a Vaviyz vz HoT, BN,
John-TOP bread-ACC bought  ate
b. John bought bread, and ate it.

The dependency parse of (3a) is shown in Figure
1. In general, the first phrase with a topic marker
I& is treated as modifying the final predicate ac-
cording to the guidelines of Japanese dependency
annotation. As a result, “& - T” (bought) has no
NOM argument (omitted), and “£/X72” (ate) has
no ACC argument. Note that “£ /X 72" has an ar-
gument “3 2 > (John), but its case does not ap-
pear.

In the case of the parallel sentences (4) below,
again we can witness the difficulty of Japanese
PAS analysis.

4) a Nv%E Bok Vavid S0WT AN,
bread-ACC bought John-TOP hurry ate
b. John who bought bread ate it in a hurry.

Although all the case arguments of the predicates
“bought” and “ate” are explicit in (4b), the case of
“Y 3> (John) for “E 72" (bought) and that for
“fF\7=” (ate) are hidden, and the ACC argument
of “f/X72” (ate) is omitted in (4a).

Many researchers have been tackling Japanese
PAS analysis (Taira et al., 2008; Imamura et al.,
2009; Hayashibe et al., 2011; Sasano and Kuro-
hashi, 2011; Hangyo et al., 2013; Ouchi et al.,
2015). However, because of the two aforemen-
tioned characteristics in Japanese sentences, the
accuracy of Japanese PAS analysis for omitted
(zero) arguments remains around 40%.

This paper proposes a novel Japanese PAS anal-
ysis model based on a neural network (NN) frame-
work, which has been proved to be effective for
several NLP tasks recently. To unravel the tan-

gled situation in Japanese, we learn selectional
preferences from a large raw corpus, and incorpo-
rate them into a SOTA PAS analysis model pro-
posed by Ouchi et al. (2015), which considers
the consistency of all PASs in a given sentence.
This model is achieved by an NN-based two-stage
model that acquires selectional preferences in an
unsupervised manner in the first stage and predicts
PASs in a supervised manner in the second stage
as follows.

1. The most important clue for PAS analysis is
selectional preferences, that is, argument pre-
diction from a predicate phrase. For exam-
ple, how likely the phrase “/\> % H > /2
(bought bread) takes “3 2 > (John) as its
NOM argument.

Such information cannot be learned from
a medium-sized PAS annotated corpus with
size of the order of ten-thousand sentences; it
is necessary to use a huge raw corpus by an
unsupervised method. Ouchi et al. (2015) did
not utilize such knowledge extracted from a
raw corpus. Some work has utilized PMI be-
tween a predicate and an argument, or case
frames obtained from a raw corpus. How-
ever, this is discrete word-based knowledge,
not generalized semantic knowledge.

As the first stage of the method, we learn a
prediction score from a predicate phrase to
an argument by an NN-based method. The
resultant vector representations of predicates
and arguments are used as initial vectors for
the second stage of the method.

2. In the second stage, we calculate a score that
a predicate in a given sentence takes an el-
ement in the sentence as an argument using
NN framework. We use the prediction score
in the first stage as one feature for the second
stage NN. The system by Ouchi et al. (2015)
used a manually designed feature template to
take the interactions of the atomic features
into consideration. In the case of an NN
framework, no feature template is required,
and a hidden layer in an NN can capture the
interactions of the atomic features automati-
cally and flexibly.

We demonstrate that the proposed PAS analysis
model outperforms the SOTA system by Ouchi et
al. (2015).
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2 Related Work

Several methods for Japanese PAS analysis have
been proposed. The methods can be divided
into three types: (i) identifying one case argu-
ment independently per predicate (Taira et al.,
2008; Imamura et al., 2009; Hayashibe et al.,
2011), (ii) identifying all the three case arguments
(NOM, ACC, and DAT) simultaneously per pred-
icate (Sasano and Kurohashi, 2011; Hangyo et al.,
2013), and (iii) identifying all case arguments of
all predicates in a sentence (Ouchi et al., 2015).
The third method can capture interactions between
predicates and their arguments, and thus performs
the best among the three types. This method is
adopted as our base model (see Section 3 for de-
tails).

Most methods for PAS analysis handle both
intra-sentential and inter-sentential zero anaphora.
For identifying inter-sentential zero anaphora, an
antecedent has to be searched in a broad search
space, and the salience of discourse entities has
to be captured. Therefore, the task of identify-
ing inter-sentential zero anaphora is more difficult
than that of intra-sentential zero anaphora. Thus,
Ouchi et al. (2015) and Iida et al. (2015) focused
on only intra-sentential zero anaphora. Following
this trend, this paper focuses on intra-sentential
zero anaphora.

Recently, NN-based approaches have achieved
improvement for several NLP tasks. For exam-
ple, in transition-based parsing, Chen and Man-
ning (2014) proposed an NN-based approach,
where the words, POS tags, and dependency la-
bels are first represented by embeddings individu-
ally. Then, an NN-based classifier is built to make
parsing decisions, where an input layer is a con-
catenation of embeddings of words, POS tags, and
dependency labels. This model has been extended
by several studies (Weiss et al., 2015; Dyer et al.,
2015; Ballesteros et al., 2015). In semantic role la-
beling, Zhou and Xu (2015) propose an end-to-end
approach using recurrent NN, where an original
text is the input, and semantic role labeling is per-
formed without any intermediate syntactic knowl-
edge. Following these approaches, this paper pro-
poses an NN-based PAS method.

3 Base Model

The model proposed by Ouchi et al. (2015) is
adopted as our base model (Figure 2). We briefly
introduce this base model before describing our

Input
avilgd nNo#%E  EBEoT. BT,
John-TOP bread-ACC bought-and ate

g

Yav

John \NOM

I\OD a2 \\\NOM

bread B 55
=1p) \\AC p1 buy
oy (98] ACCTDN

eat ' eat

NULL 3

Figure 2: Our base model (Ouchi et al., 2015).

proposed model.

3.1 Predicate-Argument Graph

In this model, for an input sentence, a bipar-
tite graph is constructed, consisting of the set
of predicate and argument nodes. This is called
Predicate-Argument Graph (PA Graph). A PA
graph represents a possible interpretation of the
input sentence, including case analysis result and
zero anaphora resolution result.

A PA graph is a bipartite graph (A, P, E),
where A is the node set consisting of candidate
arguments, P is the node set consisting of predi-
cates, and E is the set of edges. A PA graph is
defined as follows:

A = {ai,...,an,an41 = NULL}
P = {p17' )p’m}
E = {{a,p,c)|deg(p,c) =1,

Va € A,Vp € P,Vce C}

where n and m represent the number of predicates
and arguments, and C' denotes the case role set
(NOM, ACC, and DAT). An edge e € FE is rep-
resented by a tuple (a,p, c), indicating the edge
with a case role ¢ connecting a candidate argu-
ment node a and a predicate node p. deg(p, c) is
the number of the edges with a case role ¢ outgo-
ing from a predicate node p. An admissible PA
graph satisfies the constraint deg(p, ¢) = 1, which
means each predicate node p has only one edge
with a case role c. A dummy node a,,; is added,
which is defined for the cases where a predicate
requires no case argument (e.g. when the pred-
icate node “d& % (exist) connects a NULL node
with a case ACC, this means this predicate takes
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no ACC argument) or the required argument does
not appear in the sentence.

In the bipartite graph shown in Figure 2, the
three kinds of edge lines have the meaning as fol-
lows:

solid line: the argument node and the predicate
node has a dependency relation, and the ar-
gument node is followed by a case mark-
ing postposition. In this case, these nodes
have a relation through its corresponding case
marking postposition. Therefore, this edge is
fixed.

dashed line: the argument node and the predicate
node has a dependency relation, and the ar-
gument node is not followed by a case mark-
ing postposition. These nodes are likely to
have a relation?, but the case role is unknown.
Identifying this case role corresponds to case
analysis.

dotted line: the argument node and the predi-
cate node do not have a dependency relation.
Identifying this edge and its case role corre-
sponds to zero anaphora resolution.

For an input sentence x, a scoring function
Score(x,y) is defined for a candidate graph y,
and the PA graph that has the maximum score is
searched.

y = argmax Score(x,y) (D
yeG(z)
where G(x) is a set of admissible PA graphs for
the input sentence x. Score(z, y) is defined as fol-
lows?:

Z scorey(x,e)+
e€E(y) €i,€j eEpa'L'r(y)

(2)

(3)

score)(z,e) = 0; - ¢d;(x,e)
scoreg(z, e, e5) = 04 dg(x, i, ¢5)

where E(y) is the edge set on the candidate graph
Y, Epqir(y) is a set of edge pairs in the edge set
E(y), score;(x,e) and scoreg(z, e;, €;) represent

?For example, in the sentence “% H & Z\ " (today-TOP
hot), the predicate “&\ " does not take “% H”, which rep-
resents time, as an argument. Therefore, these nodes do not
always have a relation.

3Quchi et al. (2015) introduce two models: Per-Case
Joint Model and All-Cases Joint Model. Since All-Cases
Joint Model performed better than Per-Case Joint Model, All-
Cases Joint Model is adopted as our base model.

Z scoreg(z, €;,€5).

a local score for the edge e and a global score for
the edge pair ¢; and ej, ¢;(z,¢) and ¢, (z, e;, €5)
represent local features and global features. While
¢;(z, e) is defined for each edge e, ¢ (7, e;, e;)
is defined for each edge pair e;,e; (i # j) . 6;
and 6, represent model parameters for local and
global features. By using global scores, the inter-
action between multiple case assignments of mul-
tiple predicates can be considered.

3.2 Inference and Training

Since global features make the inference of find-
ing the maximum scoring PA graph more difficult,
the randomized hill-climbing algorithm proposed
in (Zhang et al., 2014) is adopted.

Figure 3 describes the pseudo code for hill-
climbing algorithm. First, an initial PA graph /()
is sampled from the set of admissible PA graph
G(z). Then, the union Y is constructed from
the set of neighboring graphs N eighborG(y(t)),
which is a set of admissible graphs obtained by
changing one edge in y*), and the current graph
y® . The current graph y(*) is updated to a higher
scoring graph y(t*1). This process continues until
no more improvement is possible, and finally an
optimal graph g can be obtained.

Input: sentence x, parameter 0
Output: a locally optimal PA graph g
Sample a PA graph 3(©) from G(z)
t—20
repeat

Y « NeighborG(y®)Jy®

s |y — argmax Score(w, y; 0)
yey

AW N -

6 t—t+1
7 until y(*) = y(+1)
s return j — y(*)

Figure 3: Hill climbing algorithm for obtain-
ing optimal PA graph.

Given N training examples D = {(x,9)}¥,
the model parameter 6 are estimated. 6 is the set
of 6; and 6, and is estimated by averaged per-
ceptron (Collins, 2002) with a max-margin frame-
work (Taskar et al., 2005).

1238



A Cy‘\

LA RS

suspect arrest

samples - predict

YAZ
\...apple

Figure 4: Argument prediction model. In the PAS
“#£52” (police) NOM “JE N (suspect) ACC “idt
i (arrest), “#%2” with the NOM case is pre-
dicted given the predicate “5# i (arrest) and its
ACC “JLN” (suspect).

4 Proposed Model

4.1 Argument Prediction Model

No external knowledge is utilized in the base
model. One of the most important types of knowl-
edge in PAS analysis is selectional preferences.
Sasano and Kurohashi (2011) and Hangyo et al.
(2013) extract knowledge of the selectional pref-
erences in the form of case frames from a raw cor-
pus, and the selectional preference score is used as
a feature. In this work, argument prediction model
is trained using a neural network from a raw cor-
pus, in a similar way to Titov and Khoddam (2015)
and Hashimoto et al. (2014).

PASs are first extracted from an automatically-
parsed raw corpus, and in each PAS, the argu-
ment a; is generated with the following probability
p(a;i|PAS_,,):

p(ai‘PAS*ai) =

eXp('UEi Wa,Tl (Wp'redvpred + Z]#z Waj 'Uaj ))
Z

C)

where PAS_,, represents a PAS excluding the
target argument a;, Vpred, Vo, and Vq; represent
embeddings of the predicate, argument a; and ar-
gument aj;, and Wy,cq, W, and W, represent
transformation matrices for a predicate and an ar-
gument a; and a;. Z is the partition function.

Figure 4 illustrates the argument prediction
model. The PAS “%%2” (police) NOM “JL AN~
(suspect) ACC “5&4ifi” (arrest)” is extracted from a
raw corpus, and the probability of NOM argument
«#222> given the predicate “J&ffi” and its ACC ar-
gument “JI A" is calculated.

All  the parameters including predi-
cate/argument embeddings and transformation
matrices are trained, so that the likelihood given

by Equation (4) is high. Since the denominator of
Equation (4) is impractical to be calculated since
the number of vocabulary is enormous, negative
sampling (Mikolov et al., 2013) is adopted. In
the example shown in Figure 4, as for a NOM
argument, negative examples, such as “H1.” (desk)
and “Y) A 2 (apple), are drawn from the noise
distribution, which is a unigram distribution raised
to the 3/4th power.

In each PAS, all the arguments are predicted
in turn. All the parameters are updated using
stochastic gradient descent.

This model is first trained using the automatic
parsing result on a raw corpus, and in performing
PAS analysis described in Section 4.2, the score
derived from this model is used as a feature.

4.2 Neural Network-Based Score Calculation

In the base model, the score for an edge (local
score) or an edge pair (global score) is calculated
using the dot product of a sparse high-dimensional
feature vector with a model parameter, as shown in
Equation (3). In our proposed model, these scores
are calculated in a standard neural network with
one hidden layer, as shown in Figure 5.

We first describe the calculation of the local
score score;(x,e). A predicate p and an argument
a are represented by embeddings (a d dimensional
vector) v, and v, € R?, and vy € R%f (dy rep-
resents a dimensional of v ,) represents a feature
vector obtained by concatenating the case role be-
tween a and p, the argument prediction score ob-
tained from the model described in Section 4.1,
and the other atomic features. An input layer is a
concatenation of these vectors, and then, a hidden
layer h; € R (d,, represents a dimension of the
hidden layer) is calculated as follows:

hy = f(W} [vp;v4505]) (5)

where f is an element-wise activation function
(tanh is used in our experiments), and VVZ1 S
R (2d+dn) g g weight matrix (for the local score)
from the input layer to the hidden layer. The scalar
score in an output layer is then calculated as fol-
lows:

score)(x,e) = f(Wihy) (6)

where W7 € R(2d+dn)1 js a weight matrix (for
the local score) from the hidden layer to the output
layer. By calculating the score in this way, all the
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local score
scorey(z, e)

2
w2 Rd

global score

scoreg(x, €;,€;)

wi_(9900] v 19805
[ooo][ooo][ff ) [OOO][OOO][OOO][OOO][$¢ )
case other casei/  other
e Ya argé(?rr:d features pi Up; Ya; Ya; B features
vf, o

Figure 5: A score calculation in our proposed neural-network based model. The left part and right part

represent a local and global score calculation.

combinations of features in the input layer can be
considered.

Next we describe the calculation of the global
score scoreg(, €;, €5). In the base model, the two
types of global features are utilized: one is for the
two predicates having different arguments, and the
other is for the two predicates sharing the same
argument. The input layer is a concatenation of
involving vectors of predicates/arguments and the
other features vy, . For example, when calculat-
ing the global score for the two predicates having
different arguments, the input layer is a concate-
nation of the vectors of two predicates and two ar-
guments and vy, .

A hidden layer h is calculated as follows:

hg = f(ng['Upi; Up;; Va;; 'UanUfg]) @)

where ng is a weight matrix (for the global score)
from the input layer to the hidden layer, v,, and
v, are the embeddings of the predicate/argument
connected by e;, and Uy, and Vg, are defined in
the same way.

The scalar score in an output layer is then cal-
culated as follows:

scoreg(z, e;,€5) = f(Wg2hg) (8)

where Wg2 is a weight matrix (for the global score)
from the hidden layer to the output layer.

4.3 Inference and Training

While inference is the same as the base model,
training is slightly different.

In our proposed model, the model param-
eter @ consists of the embeddings of predi-
cates/arguments and weight matrices for the lo-
cal/global score in the neural networks. Our ob-
jective is to minimize the following loss function:

# of dep # of zero
case total
arguments arguments
NOM 1,402 1,431 | 2,833
ACC 278 113 391
DAT 92 287 379
ALL 1,772 1,831 | 3,603

Table 1: Test set statistics of the number of argu-
ments.

J(6) = 1x(6), )

where

(@) = max (Score(xk,yr;0)—Score(zi, Yr; 0)

Yy €EG(z)

+ |lyr — Grll1),
(10)

and ||yr — 9|1 denotes the Hamming distance be-
tween the gold PA graph ¢, and a candidate PA
graph yj.

Stochastic gradient descent is used for param-
eter inference. Derivatives with respect to pa-
rameters are taken using backpropagation. Adam
(Kingma and Ba, 2014) is adopted as the opti-
mizer.

For initialization of the embeddings of a pred-
icate/argument, the embeddings of the predi-
cate/argument trained by the method described in
Section 4.1 are utilized. The weight matrices are
randomly initialized.

5 Experiment

5.1 Experimental Setting

The KWDLC (Kyoto University Web Document
Leads Corpus) evaluation set (Hangyo et al., 2012)
was used for our experiments, because it contains
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a wide variety of Web documents, such as news
articles and blogs. This evaluation set consists of
the first three sentences of 5,000 Web documents.
Morphology, named entities, dependencies, PASs,
and coreferences were manually annotated.

This evaluation set was divided into 3,694 docu-
ments (11,558 sents.) for training, 512 documents
(1,585 sents.) for development, and 700 docu-
ments (2,195 sents.) for testing. Table 1 shows the
statistics of the number of arguments in the test
set. While “dep argument” means that the argu-
ment and a predicate have a dependency relation,
but a specified case marking postposition is hid-
den (corresponds to “dashed line” in Section 3.1),
“zero argument” means that the argument and a
predicate do not have a dependency relation (cor-
responds to “dotted line” in Section 3.1).

Since we want to focus on the accuracy of
case analysis and zero anaphora resolution, gold
morphological analysis, dependency analysis, and
named entities were used.

The sentences having a predicate that takes mul-
tiple arguments in the same case role were ex-
cluded from training and test examples, since the
base model cannot handle this phenomena (it as-
sumes that each predicate has only one argument
with one case role). For example, the following
sentence,

(5) TABLHEHERH
such  funny-material full
H% % fim &
daily life-ACC picture-with
BEIFLUET,

report
(I report my daily life full of such funny ma-

terials along with pictures.)

where the predicate “35 g1} U &9 (report) takes
both “H % (daily life) and “#2” (picture) as ACC
case arguments, was excluded from training and
testing. About 200 sentences (corresponding to
about 1.5% of the whole evaluation set) were ex-
cluded.

In this evaluation set, zero exophora, which is
a phenomenon that a referent does not appear in
a document, is annotated. Among five types of
zero exophora, the two major types, “author” and
“reader,” are adopted, and the others are discarded.
To consider ‘“author” and “reader” as a referent,
the two special nodes, AUTHOR and READER, are

added as well as a NULL node in a PA graph of
the base model. When the argument predication
score is calculated for “author” or “reader,” be-
cause its lemma does not appear in a document,
for each noun in the following noun list of “au-
thor”/“reader” (Hangyo et al., 2013), the argument
prediction score is calculated, and the maximum
score is used as a feature.

o author: “FA” (I), “F%” (we), “f&” (D), “¥&
#£” (our company), - - -

e reader: “H 7L 727 (you), “%” (customer),
B (you), “BiHk (you all), - - -

In the argument prediction model training de-
scribed in Section 4.1, a Japanese Web corpus
consisting of 10M sentences was used. We pre-
formed syntactic parsing with a publicly available
Japanese parser, KNP*. The number of negative
samples was 5, and the number of epochs was 10.

In the model training described in Section 4.3,
the dimensions of both embeddings for predi-
cates/arguments and hidden layer were set to 100.
The number of epochs was set to 20, following the
base model.

5.2 Result

We compared the following three methods:
e Baseline (Ouchi et al., 2015)

e Proposed model w/o arg. prediction score:
in the PAS analysis model, the feature de-
rived from the argument prediction model
was not utilized. The embeddings of a
predicate/argument were randomly initial-
ized. This method corresponds to adopting
the NN-based score calculation in the base
model.

e Proposed model w/ arg. prediction score:
the feature derived from the argument pre-
diction model was utilized, and the embed-
dings of a predicate/argument were initial-
ized with those obtained in the argument pre-
diction model learning.

The performances of case analysis and zero
anaphora resolution were evaluated by micro-
averaged precision, recall, and F-measure. The
precision, recall, and F-measure were averaged

*http://nlp.ist.i.kyoto-u.ac.jp/index.php?KNP
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case method case analysis zero anaphora
P R F P R F
NOM | Baseline 0.880 0.868 0.874 | 0.693 0.377 0.488
Proposed model w/o arg. prediction score | 0.927 0917 0.922 | 0.559 0.532 0.545
Proposed model w arg. prediction score 0.946 0936 0.941 | 0.568 0.586 0.577
ACC | Baseline 0.433 0374 0.402 | 0.000 0.000 0.000
Proposed model w/o arg. prediction score | 0.805 0.553 0.656 | 0.151 0.060 0.085
Proposed model w/ arg. prediction score | 0.890 0.658 0.756 | 0.297 0.124 0.173
DAT | Baseline 0.224 0359 0.276 | 0.531 0.059 0.107
Proposed model w/o arg. prediction score | 0.512 0.104 0.173 | 0.535 0.242 0.332
Proposed model w/ arg. prediction score | 0.834 0.185 0.300 | 0.622 0.273 0.378
ALL | Baseline 0.765 0.764 0.765 | 0.686 0.304 0.421
Proposed model w/o arg. prediction score | 0.908 0.818 0.860 | 0.544 0.458 0.497
Proposed model w/ arg. prediction score | 0.937 0.853 0.893 | 0.563 0.509 0.534

Table 2: Experimental results on the KWDLC corpus.

over 5 runs. Table 2 shows our experimental re-
sults. Our proposed method outperformed the
baseline method by about 11 absolute points in
F-measure. The comparison of “Proposed model
w/o arg. prediction score” with the baseline
showed that the neural network-based approach
was effective, and the comparison of “Proposed
model w/ arg. prediction score” with “Proposed
model w/o arg. prediction score” showed that our
arg. prediction model was also effective.

The following is improved by adding an argu-
ment prediction score.

6) ALY N—=hTIIFE,

after a long time part-time job

B IHdOT HLwv —d2
begin to work new  step-ACC
AU F U,

step forward
(It’s my first part-time job in a long time. I
begin to work, and make a new step.)

While in the base model, the NOM arguments of
the predicate “f# X458 %™ (begin to work) and
“BEAH 9 (step forward) were wrongly classified
as NULL, by adding an argument prediction score,
they were correctly identified as “author.”

The phenomenon “case disappearance” occurs
in other languages such as Korean, and the phe-
nomenon ‘“argument omission” occurs in other
languages such as Korean, Hindi, Chinese, and
Spanish. We believe that our neural network ap-
proach to the argument prediction and the calcula-
tion of the local and global scores is also effective

for such languages.

5.3 Error Analysis

Errors in our proposed model are listed below:

e Recall for ACC and DAT in both case analy-
sis and zero anaphora resolution is low.

One reason is that since the number of the
ACC and DAT arguments is smaller than that
of the NOM argument, the system tends to
assign the ACC and DAT arguments with
NULL. Another reason is that since this paper
focuses on intra-sentential zero anaphora, the
NULL arguments include arguments that ap-
pear in previous sentences as well as the case
where a predicate takes no argument, which
makes the training for NULL arguments dif-
ficult. We are planing to tackle with inter-
sentential zero anaphora resolution.

e The distinction of “author” from NULL fails.

(7 Wz B < 7218
meat-ACC roast-only-NOM
BBQ U ® AW !
BBQ-(COPULA)

(Roasting meat isn’t all in BBQ!)

Although the NOM argument of the predi-
cate “§& < (roast) is “author,” our proposed
model wrongly classified it as NULL. Hangyo
et al. (2013) identify mentions referring to
an author or reader in a document, and uti-
lize this result in the zero anaphora resolu-
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tion. We plan to incorporate the author/reader
identification into our model.

6 Conclusion

In this paper we presented a novel model for
Japanese PAS analysis based on neural network
framework. We learned selectional preferences
from a large raw corpus, and incorporated them
into a PAS analysis model, which considers the
consistency of all PASs in a given sentence. In
our experiments, we demonstrated that the pro-
posed PAS analysis model significantly outper-
formed the base SOTA model.

In the future, we plan to extend our model
to incorporate coreference resolution and inter-
sentential zero anaphora resolution.
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