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Abstract

In this paper, we propose a novel method of
reducing the size of translation model for hier-
archical phrase-based machine translation sys-
tems. Previous approaches try to prune in-
frequent entries or unreliable entries based on
statistics, but cause a problem of reducing the
translation coverage. On the contrary, the pro-
posed method try to prune only ineffective
entries based on the estimation of the infor-
mation redundancy encoded in phrase pairs
and hierarchical rules, and thus preserve the
search space of SMT decoders as much as
possible. Experimental results on Chinese-to-
English machine translation tasks show that
our method is able to reduce almost the half
size of the translation model with very tiny
degradation of translation performance.

1 Introduction

Statistical Machine Translation (SMT) has gained
considerable attention during last decades. From a
bilingual corpus, all translation knowledge can be
acquired automatically in SMT framework. Phrase-
based model (Koehn et al., 2003) and hierarchical
phrase-based model (Chiang, 2005; Chiang, 2007)
show state-of-the-art performance in various lan-
guage pairs. This achievement is mainly benefit
from huge size of translational knowledge extracted
from sufficient parallel corpus. However, the errors
of automatic word alignment and non-parallelized
bilingual sentence pairs sometimes have caused the
unreliable and unnecessary translation rule acquisi-
tion. According to Bloodgood and Callison-Burch

(2010) and our own preliminary experiments, the
size of phrase table and hierarchical rule table con-
sistently increases linearly with the growth of train-
ing size, while the translation performance tends to
gain minor improvement after a certain point. Con-
sequently, the model size reduction is necessary and
meaningful for SMT systems if it can be performed
without significant performance degradation. The
smaller the model size is, the faster the SMT de-
coding speed is, because there are fewer hypotheses
to be investigated during decoding. Especially, in a
limited environment, such as mobile device, and for
a time-urgent task, such as speech-to-speech transla-
tion, the compact size of translation rules is required.
In this case, the model reduction would be the one
of the main techniques we have to consider.

Previous methods of reducing the size of SMT
model try to identify infrequent entries (Zollmann
et al., 2008; Huang and Xiang, 2010). Several sta-
tistical significance testing methods are also exam-
ined to detect unreliable noisy entries (Tomeh et al.,
2009; Johnson et al., 2007; Yang and Zheng, 2009).
These methods could harm the translation perfor-
mance due to their side effect of algorithms; simi-
lar multiple entries can be pruned at the same time
deteriorating potential coverage of translation. The
proposed method, on the other hand, tries to mea-
sure the redundancy of phrase pairs and hierarchi-
cal rules. In this work, redundancy of an entry is
defined as its translational ineffectiveness, and esti-
mated by comparing scores of entries and scores of
their substituents. Suppose that the source phrase
s1s2 is always translated intot1t2 with phrase en-
try <s1s2→t1t2> wheresi and ti are correspond-
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ing translations. Similarly, source phrasess1 and
s2 are always translated intot1 andt2, with phrase
entries,<s1→t1> and<s2→t2>, respectively. In
this case, it is intuitive that<s1s2→t1t2> could be
unnecessary and redundant since its substituent al-
ways produces the same result. This paper presents
statistical analysis of this redundancy measurement.
The redundancy-based reduction can be performed
to prune the phrase table, the hierarchical rule table,
and both. Since the similar translation knowledge
is accumulated at both of tables during the train-
ing stage, our reduction method performs effectively
and safely. Unlike previous studies solely focus on
either phrase table or hierarchical rule table, this
work is the first attempt to reduce phrases and hi-
erarchical rules simultaneously.

2 Proposed Model

Given an original translation model,TM , our goal
is to find the optimally reduced translation model,
TM∗, which minimizes the degradation of trans-
lation performance. To measure the performance
degradation, we introduce a new metric namedcon-
sistency:

C(TM,TM∗) =

BLEU(D(s;TM),D(s;TM∗)) (1)

where the functionD produces the target sentence
of the source sentences, given the translation model
TM . Consistencymeasures the similarity between
the two groups of decoded target sentences produced
by two different translation models. There are num-
ber of similarity metrics such as Dices coefficient
(Kondrak et al., 2003), and Jaccard similarity coef-
ficient. Instead, we use BLEU scores (Papineni et
al., 2002) since it is one of the primary metrics for
machine translation evaluation. Note that ourcon-
sistencydoes not require the reference set while the
original BLEU does. This means that only (abun-
dant) source-side monolingual corpus is needed to
predict performance degradation. Now, our goal can
be rewritten with this metric; among all the possible
reduced models, we want to find the set which can
maximize theconsistency:

TM∗ = argmax
TM ′⊂TM

C(TM,TM ′) (2)

In minimum error rate training (MERT) stages,
a development set, which consists of bilingual sen-
tences, is used to find out the best weights of fea-
tures (Och, 2003). One characteristic of our method
is that it isolates feature weights of the transla-
tion model from SMT log-linear model, trying to
minimize the impact of search path during decod-
ing. The reduction procedure consists of three
stages: translation scoring, redundancy estimation,
and redundancy-based reduction.

Our reduction method starts with measuring the
translation scores of the individual phrase and the
hierarchical rule. Similar to the decoder, the scoring
scheme is based on the log-linear framework:

PS(p) =
∑

i

λihi(p) (3)

whereh is a feature function andλ is its weight.
As the conventional hierarchical phrase-based SMT
model, our features are composed ofP (e|f ), P (f |e),
Plex(e|f ), Plex(f |e), and the number of phrases,
wheree andf denote a source phrase and a target
phrase, respectively.Plex is the lexicalized proba-
bility. In a similar manner, the translation scores of
hierarchical rules are calculated as follows:

HS(r) =
∑

i

λihi(r) (4)

The features are as same as those that are used for
phrase scoring, except the last feature. Instead of the
phrase number penalty, the hierarchical rule num-
ber penalty is used. The weight for each feature is
shared from the results of MERT. With this scoring
scheme, our model is able to measure how important
the individual entry is during decoding.

Once translation scores for all entries are es-
timated, our method retrieves substituent candi-
dates with their combination scores. The combina-
tion score is calculated by accumulating translation
scores of every member as follows:

CS(p1...n) =

n∑

i=1

PS(pi) (5)

This scoring scheme follows the same manner
what the conventional decoder does, finding the best
phrase combination during translation. By compar-
ing the original translation score with combination
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scores of its substituents, the redundancy scores are
estimated, as follows:

Red(p) = min
p1...n∈Sub(p)

PS(p)−CS(p1...n) (6)

whereSub is the function that retrieves all possi-
ble substituents (the combinations of sub-phrases,
and/or sub-rules that exactly produce the same tar-
get phrase, given the source phrasep). If the com-
bination score of the best substituent is same as the
translation score ofp, the redundancy score becomes
zero. In this case, the decoder always produces the
same translation results withoutp. When the redun-
dancy score is negative, the best substituent is more
likely to be chosen instead ofp. This implies that
there is no risk to prunep; the search space is not
changed, and the search path is not changed as well.

Our method can be varied according to the desig-
nation ofSub function. If both of the phrase table
and the hierarchical rule table are allowed, cross re-
duction can be possible; the phrase table is reduced
based on the hierarchical rule table and vice versa.
With extensions of combination scoring and redun-
dancy scoring schemes like following equations, our
model is able to perform cross reduction.

CS(p1...n, h1...m) =
n∑

i=1

PS(pi) +

m∑

i=1

HS(hi) (7)

Red(p) = min
<p1...n,h1...m>∈Sub(p)

PS(p)− CS(p1...n, h1...m) (8)

The proposed method has some restrictions for
reduction. First of all, it does not try to prune the
phrase that has no substituents, such as unigram
phrases; the phrase whose source part is composed
of a single word. This restriction guarantees that
the translational coverage of the reduced model is
as high as those of the original translation model.
In addition, our model does not prune the phrases
and the hierarchical rules that have reordering within
it to prevent information loss of reordering. For
instance, if we prune phrase,<s1s2s3→t3t1t2>,
phrases,<s1s2→t1t2> and<s3→t3> are not able
to produce the same target words without appropri-
ate reordering.

Once the redundancy scores for all entries have
been estimated, the next step is to select the best
N entries to prune to satisfy a desired model size.
We can simply prune the firstN from the list of en-
tries sorted by increasing order of redundancy score.
However, this method may not result in the opti-
mal reduction, since each redundancy scores are es-
timated based on the assumption of the existence of
all the other entries. In other words, there are depen-
dency relationships among entries. We examine two
methods to deal with this problem. The first is to
ignore dependency, which is the more efficient man-
ner. The other is to prune independent entries first.
After all independent entries are pruned, the depen-
dent entries are started to be pruned. We present the
effectiveness of each method in the next section.

Since our goal is to reduce the size of all transla-
tion models, the reduction is needed to be performed
for both the phrase table and the hierarchical rule
table simultaneously, namely joint reduction. Sim-
ilar to phrase reduction and hierarchical rule reduc-
tion, it selects the bestN entries of the mixture of
phrase and hierarchical rules. This method results
in safer pruning; once a phrase is determined to be
pruned, the hierarchical rules, which are related to
this phrase, are likely to be kept, and vice versa.

3 Experiment

We investigate the effectiveness of our reduction
method by conducting Chinese-to-English transla-
tion task. The training data, as same as Cui et
al. (2010), consists of about 500K parallel sentence
pairs which is a mixture of several datasets pub-
lished by LDC. NIST 2003 set is used as a devel-
opment set. NIST 2004, 2005, 2006, and 2008 sets
are used for evaluation purpose. For word align-
ment, we use GIZA++1, an implementation of IBM
models (Brown et al., 1993). We have implemented
a hierarchical phrase-based SMT model similar to
Chiang (2005). The trigram target language model
is trained from the Xinhua portion of English Gi-
gaword corpus (Graff and Cieri, 2003). Sampled
10,000 sentences from Chinese Gigaword corpus
(Graff, 2007) was used for source-side development
dataset to measure consistency. Our main met-
ric for translation performance evaluation is case-

1http://www.statmt.org/moses/giza/GIZA++.html
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Figure 1: Performance comparison. BLEU scores and consistency scores are averaged over four evaluation sets.

insensitive BLEU-4 scores (Papineni et al., 2002).

As a baseline system, we chose the frequency-
based cutoff method, which is one of the most
widely used filtering methods. As shown in Fig-
ure 1, almost half of the phrases and hierarchical
rules are pruned when cutoff=2, while the BLEU
score is also deteriorated significantly. We intro-
duced two methods for selecting theN pruning
entries considering dependency relationships. The
non-dependency method does not consider depen-
dency relationships, while the dependency method
prunes independent entries first. Each method can be
combined with cross reduction. The performance is
measured in three different reduction tasks: phrase
reduction, hierarchical rule reduction, and joint re-
duction. As the reduction ratio becomes higher,
the model size, i.e., the number of entries, is re-
duced while BLEU scores and coverage are de-
creased. The results show that the translation per-
formance is highly co-related with theconsistency.
The co-relation scores measured between them on
the phrase reduction and the hierarchical rule reduc-
tion tasks are 0.99 and 0.95, respectively, which in-
dicates very strong positive relationship.

For the phrase reduction task, the dependency
method outperforms the non-dependency method in
terms of BLEU score. When the cross reduction
technique was used for the phrase reduction task,

BLEU score is not deteriorated even when more than
half of phrase entries are pruned. This result implies
that there is much redundant information stored in
the hierarchical rule table. On the other hand, for the
hierarchical rule reduction task, the non-dependency
method shows the better performance. The depen-
dency method sometimes performs worse than the
baseline method. We expect that this is caused by
the unreliable estimation of dependency among hi-
erarchical rules since the most of them are automat-
ically generated from the phrases. The excessive de-
pendency of these rules would cause overestimation
of hierarchical rule redundancy score.

4 Conclusion

We present a novel method of reducing the size of
translation model for SMT. The contributions of the
proposed method are as follows: 1) our method is
the first attempt to reduce the phrase table and the hi-
erarchical rule table simultaneously. 2) our method
is a safe reduction method since it considers the re-
dundancy, which is the practical ineffectiveness of
individual entry. 3) our method shows that almost
the half size of the translation model can be reduced
without significant performance degradation. It may
be appropriate for the applications running on lim-
ited environment, e.g., mobile devices.
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