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This paper presents a joint model for tem-
plate filling, where the goal is to automati-
cally specify the fields of target relations such
as seminar announcements or corporate acqui-
sition events. The approach models mention
detection, unification and field extraction in —

a flexible, feature-rich model that allows for 3:30 ESEORGNTS
joint modeling of interdependencies at all lev-

els and across fields. Such an approach can,
for example, learn likely event durations and
the fact that start times should come before
end times. While the joint inference space is

HCI seminar, BajiReddy, 3:30 FEigay5a5, Wean 5409
5-May—85

cedinger on 1-May-85 at 18:10 from cmu.edu (Ken

NOTE: DIFFERENT DAY RND TIME!!

"Some Necessary Conditiona for a Good User Interface"

large, we demonstrate effective learning with e e
a Perceptron-style approach that uses simple, Location | Wean Hall 5409
. .. . Speaker Raj Reddy
QTEEdy beam deCOdIng. Emplrlca| results in Title Some Necessary Conditions for a Good User Interfice
two benchmark domains demonstrate consis- End Time | -
tently strong performance on both mentionde-  Figure 1: An example email and its template. Field men-
tection and template filling tasks. tions are highlighted in the text, grouped by color.

1 Introduction that describe field values, unify these mentions by

Information extraction (IE) systems recover strucgrouping them according to target field, and normal-
tured information from text. Template filling is an IE izing the results within each group to provide the
task where the goal is to populate the fields of a tafinal extractions. Each of these steps requires sig-
get relation, for example to extract the attributes of 8ificant knowledge about the target relation. For ex-
job posting (Califf and Mooney, 2003) or to recover@mple, in Figure 1, the mention “3:30” appears three
the details of a corporate acquisition event from #mes and provides the only reference to a time. We
news story (Freitag and McCallum, 2000). must infer that this is the starting time, that the end
This task is challenging due to the wide rangdime is never explicitly mentioned, and also that the
of cues from the input documents, as well as norfvent is in the afternoon. Such inferences may not
textual background knowledge, that must be considtold in more general settings, such as extraction for
ered to find the best joint assignment for the field§1edical emergencies or related events.
of the extracted relation. For example, Figure 1 In this paper, we present a joint modeling and
shows an extraction from CMU seminar announcdearning approach for the combined tasks of men-
ment corpus (Freitag and McCallum, 2000). Heretjon detection, unification, and template filling, as
the goal is to perform mention detection and extracdescribed above. As we will see in Section 2, pre-
tion, by finding all of the text spans, anentions vious work has mostly focused on learning tagging
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models for mention detection, which can be diffislot level. In addition to proper nouns (hamed en-
cult to aggregate into a full template extraction, otity mentions) that are considered in this work, they
directly learning template field value extractors, ofalso account for nominal and pronominal noun men-
ten in isolation and with no reasoning across differtions. This work presents a discriminative approach
ent fields in the same relation. We present a simpl#g this problem. An advantage of a discriminative
feature-rich, discriminative model that readily incorframework is that it allows the incorporation of rich
porates a broad range of possible constraints on thed possibly overlapping features. In addition, we
mentions and joint field assignments. enforce label consistency and semantic coherence at
Such an approach allows us to learn, for each tarecord level.
get relation, an integrated model to weight the dif- Other related works perform structured relation
ferent extraction options, including for example thaliscovery for different settings of information ex-
likely lengths for events, or the fact that start timedraction. Inopen IE entities and relations may be in-
should come before end times. However, there aferred jointly (Roth and Yih, 2002; Yao et al., 2011).
significant computation challenges that come witln this |IE task, the target relation must agree with the
this style of joint learning. We demonstrate empiri-entity types assigned to it; e.dporn-in relation re-
cally that these challenges can be solved with a comyuires gplaceas its argument. In addition, extracted
bination of greedy beam decoding, performed direlations may be required to be consistent with an
rectly in the joint space of possible mention clustersxisting ontology (Carlson et al., 2010). Compared
and field assignments, and structured Perceptrowith the extraction of tuples of entity mention pairs,
style learning algorithm (Collins, 2002). template filling is associated with a more complex
We report experimental evaluations on two bencHarget relational schema.
mark datasets in different genres, the CMU semi- Interestingly, several researchers have attempted
nar announcements and corporate acquisitions (Fre model label consistency and high-level relational
itag and McCallum, 2000). In each case, we evalwzonstraints using state-of-the-art sequential models
ated both template extraction and mention detectiasf named entity recognition (NER). Mainly, pre-
performance. Our joint learning approach providedetermined word-level dependencies were repre-
consistently strong results across every setting, isented as links in the underlying graphical model
cluding new state-of-the-art results. We also demor{Sutton and McCallum, 2004; Finkel et al., 2005).
strate, through ablation studies on the feature set, tRénkel et al. (2005) further modelled high-level se-
need for joint modeling and the relative importancenantic constraints; for example, using the CMU

of the different types of joint constraints. seminar announcements dataset, spans labeled as
start timeor end timewere required to be seman-
2 Related Work tically consistent. In the proposed framework we

take a bottom-up approach to identifying entity men-
Research on the task of template filling has focuseghns in text, where given a noisy set of candidate
on the extraction of field value mentions from théyamed entities, described using rich semantic and
underlying text. Typically, these values are extractedyface features, discriminative learning is applied
based on local evidence, where the most likely entity, |ape| these mentions. We will show that this ap-
is assigned to each slot (Roth and Yih, 2001; Siefkegroach yields better performance on the CMU semi-
2008). There has been little effort towards a comprear announcement dataset when evaluated in terms
hensive approach that includes mention unificationyf NER. Our approach is complimentary to NER
as well as considers the structure of the target relgyethods, as it can consolidate noisy overlapping
tional schema to create semantically valid outputs. predictions from multiple systems into coherent sets.

Recently, Haghighi and Klein (2010) presented

a generative semi-supervised approach for template problem Setting
filling. In their model, slot-filling entities are first
generated, and entity mentions are then realized In the template filling task, a target relatioris pro-
text. Thus, their approach performs coreference a&tded, comprised of attributes (also referred to as
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| date | | tme | optional attributes are denoted with a dashed bound-

sdete  f| dae | iﬁfdawﬂ"m e ] ary (e.g.,seminar.titld. Similar constraints can be

—ostorttime | —Amontn  } —{mintes | posed on a set of attributes; e.g., eitday-of-month
{sendtime t I e L or day-of-weekmust be populated in théaterela-
siocation |- tocation ||| {day of weet | tion. Finally, a combination of field values may be
{speater | person required to be valid, e.g., the valuesddy, month
fone b e | yearandday-of-weeknust be consistent.

) ) ) . Tuple contradiction. This function checks
Figure 2: The relational schema for the seminars domal(klhether twovalid tuplesv; and v, are inconsis-

tent, implying a negation of possible unification of

/ dow dom month ear . . .

Seminar awte |[Foor] = | - | : | these tuples. In this work, we considiteandtime
e | T [ [ = [w] = | tqples as contradictory if th_ey contain sema_nncally
1 e | — = different values for some field; tuples tdcation,

s.start time date Friday 5 | ‘May | K ) L.

——— \ personandtitle are required to have minimal over-
1 s.end ti ! . . . . i

B [ocation® |[ weansior | lap in their string values to avoid contradiction.
** [ tocationz || wean ransaos” | Template filling. Given documentl, the hierar-
[l ] % chical schemar is populated in a bottom-up fash-
st u[ | titigse || "SomeNecasary Conditionsfore ] ion. Generally, parent-free relations in the hierar-

chy correspond to generic entities, realized as en-
Figure 3: A record partially populated from text.  tity mentions in the text. In Figure 2, these relations
are denoted by double-line boundary, includlog
cation person title, dateandtime every tuple of

fields, or slots)A(r). Given a documend, which ) _ _
these relations maps to a named entity mention.

is known to describe a tuple of the underlying re

lation, the goal is to populate the fields with values Figure 3 demonstrates the correct mapping of
based on the text. named entity mentions to tuples, as well as tuple uni-

The relational schema.in this work, we describe fication, for the example shown in Figure 1. For ex-

domain knowledge through an extended relation%;nopgf’ the mentlgns “W(Iean 5f4ﬁgc a_nd “V\Ilea_m Hall
database schem@. In this schema, every field of correspond to tuples of thecationrelation,

the target relation maps to a tuple of another reIé{/yhere the two tuples are resolved into a unified set.

tion, giving rise to a hierarchical view of templateT? (r:]omplr:ate template f'lll'ng’dﬂ;)e remaining rhelatlons h
filling. Figure 2 describes a relational schema fof the schema are populated bottom-up, where eac

the seminar announcement domain. As shown, eagﬁld links .to a_unified set of populateq t“P'eS: For
field of the seminarrelation maps to another rela- gxample, “m Figure 3, the?Tlnar.locat|o:f|eld S
tion; e.g.,speake’s values correspond foeersontu- linked to{ Wean. H?” 5409", Wea_n_ 5409 _

ples. According to the outlined schema, most re- Value normalization of the unified tuples is an-
lations (e.g.,person consist of a single attribute, Other component of template filling. We partially ad-
whereas thelateandtimerelations are characteriseddress normalization: tuples of semantically detailed
with multiple attributes; for example, thanerela- (Multi-attribute) relations, e.gdateandtime, are re-

tion includes the fields dfiour, minutesandampm solved into their semantic union, while textual tuples

We will make use of limited domain knowledge,(e'g"Iocation) are normalized to the longest string
1 the set. In this work, we assume that each tem-

expressed as relation-level constraints that are tydp

cally realized in a database. Namely, the foIIowingi)IatebSIOt conta:jns ?'E[tznost otnef\{alue. This ;EStr'_Ct'onf
tests are supported for each relation. tan be removed, at the cost of increasing the size o

. . . . the decoding search space.
Tuple validity.This test reflects data integrity. The g P
attrIbL.IteS of a relation ma)_/ be defmedm‘andator_y YIn the multi-attribute relations oflate andtime, each at-
oroptional Mandatory attributes are denoted with &ihute maps to a text span, where the set of spans at tuple-level
solid boundary in Figure 2 (e.gseminar.datg and s required to be sequential (up to a small distadice
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4  Structured Learning Algorithm 1: The beam search procedure
1. Populate every low-level relatione L from textd:

Next, we describe how valid candidate extrac- . EO?]S"UCt”a Segm‘ ngdidate Va"gggp')&(f‘)Ag(iV?n
. . . . igh-recall typed candidate text sp. a),a € A(r).
fuons are instantiated (Sec. 4._1) and how Iea_lrnmg « Group ,(r) into possibly overlapping unified sets,
is applied to assess the quality of the candidates {Cq(r) C Eq(r)}.

(Sec. 4.2), where beam search is used to find the top

. . .. 2. lterate bottom-up through relationss {T" — L}:
scoring candidates efficiently (Sec. 4.3).

o Initialize the set of candidate tuplds,(r) to an empty
set.

4.1 Candidate Generation o lterate through attributes € A(r):

— Retrieve the set of candidate tuples (or unified tuple
Named entity recognitionA set of candidate men- Isetks)Ed_(r’), Wgsrer’ is the relelltion tﬂat attribute
. . inks to in7". Add an empty tuple to the set.
tlon_s Sq(a) is extrac_ted from documerdt_per each _ For every pair of candidate tuplese ,(r) and
attributeq of a relationr € L, whereL is the set e’ € E4(r'), modify e by linking attributea(e) to
of parent-free relations ifi’. We aim athigh-recall tuplee.

— Add the modified tuples, if valid, td& ().

extractions; i.e.S;(a) is expected to contain the cor- _ Apply Equation 1 to rank the partially filled candi-
rect mentions with high probability. Various IE tech- date tuples: € E4(r). Keep thek top scoring can-
niques, as well as an ensemble of methods, can be didates iny(r), and discard the rest.
employed for this purpose. For each relatioa L, 3. Apply Equation 1 to output a ranked list of extracted relsor
valid candidate tuplesZ,(r) are constructed from Eq(r™), wherer™ is the target relation.

the candidate mentions that map to its attributes.

Unification. For every relationr € L, we con- date that maximizes:
struct candidate sets of unified tuplegyy(r) C m
Eq(r)}. Naively, the number of candidate sets is F(y,a) = Zaﬁfﬂ'(y’ d,T) 1)
exponential in the size at;(¢). Importantly, how-
ever, the tuples within a candidate unification set are
required to benon-contradictory In addition, the wheref;(d,y,T), j = 1,..,m, are pre-defined fea-
text spans that comprise the mentions within eadiure functions describing a candidate recgmf the
set must not overlap. Finally, we do not split tuplegarget relation given documenrtand the extended
with identical string values between different sets. schemal’. The parameter weights; are to be

Candidate tuplesTo construct the space of candi-learned from labeled instances. The training pro-
date tuples of the target relation, the remaining rel&edure involves initializing the weights to zero.
tionsr € {T'— L} are visited bottom-up, where eachGiven &, an inference procedure is applied to find
field a € A(r) is mapped in turn to a (possibly uni- the candidate that maximizes Equation 1. If the top-
fied) populated tuple of its type. The valid (and nonscoring candidate is different from the correct map-

overlapping) combinations of field mappings constiPing known, then: (iyx is incremented with the fea-
tute a set of candidate tuplesiof ture vector of the correct candidate, and (ii) the fea-

The candidate tuples generated using this procglre vector.of the top-scgring candidate is.subtracted
dure are structured entities, constructed using typdgPM - This procedure is repeated for a fixed num-

named entity recognition, unification, and hierarchiP€r of épochs. Following Collins, we employ the av-

cal assignment of field values (Figure 3). We willéraged Perceptron online algorithm (Collins, 2002;

derive features that describe local and global prog-"éund and Schapire, 1999) for weight learning.

erties of the candidate tuples, encoding both surfa%es Beam Search
and semantic information. '

j=1

Unfortunately, optimal local decoding algorithms
(such as the Viterbi algorithm in tagging problems
(Collins, 2002)) can not be applied to our prob-
We employ a discriminative learning algorithm, fol-lem. We therefore propose using beam search to ef-
lowing Collins (2002). Our goal is to find the candi-ficiently find the top scoring candidate. This means

4.2 Learning
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that rather than instantiate the full space of valid carrecall for the named entities of tygateandtimeis
didate records (Section 4.1), we are interested in imear perfect, and is estimated at 96%, 91% and 90%
stantiating only those candidates that are likely to bfor location speakefandtitle, respectively.

assigned a high score k. Algorithm 1 outlines

. F

the proposed beam search procedure. As detalleéf
only a set of top scoring tuples of sizdbeam size) €
is maintained per relation € T during candidate

atures The categories of the features used are
scribed below. All features are binary and typed.
Lexical. These features indicate the value and
generation. A given relation is populated incremenpattern of wgrds within the text spans correspond-
ing to each field. For example, lexical features per

tally, having each of its attributes € A(r) map in Fi 1 includdocai tentword o
turn to populated tuples of its type, and using Equa—Igure Includelocation. content.word.wealoca-

tion 1 to find thek highest scoringartially popu- ]'E|on.pa’Ftedrn.cap;TzhzedSlrr;lla; fiiturgsh?re %etrlvic]i
lated tuples; this limits the number of candidate tul-ofrta]:’\f[';]1 (')Wlod (;ee wor SI 0 dde"t'“g an bo €
ples evaluated t&2 per attribute, and tak2 fora 'c ' O \N€ Included spans. In addition, we observe

relation withn attributes. While beam search is effi-Wthher the words that comprise the text spans ap-

cient, performance may be compromised comparenoear in relevant dictionaries: e.g., whether the spans

With an unconstrained search. The beam iz assigned to the location field include words typi-
lows controlling the trade-off between performancg aII Off If[)catlon,f fﬁ.Chf as ‘room- or haIII ' Le(;(-_
and cost. An advantage of the proposed approach'? Reli" uliels ? | IZSOO(iSr'mMa rf co[[nrrogglogse n
that rather than output a single prediction, a list OPI (Finkel etal, » Minkov et al., )-

coherent candidate tuples may be generated, rankttlgI trtUCtL:ral' It Tasl b.een pr_evtloui,ly sdhgwn thatt
according to Equation 1. e structure available in semi-structured documents

such as email messages is useful for information ex-
5 Seminar Extraction Task traction (Minkov et al., 2005; Siefkes, 2008). As

_ shown in Figure 1, an email message includes a
Dataset The CMU seminar announcement datasgieader, specifying textual fields suchtapic, dates

(Freitag and McCallum, 2000) includes 485 emailgngtime In addition, space lines and line breaks are
containing seminar announcements. The dataset hag( to emphasize blocks of important information.
been originally annotated with text spans referring tQye propose a set of features that model correspon-
four slots: speaker location stimg andetime We  gence between the text spans assigned to each field
have annotated this dataset with two additional afng document structure. Specifically, these features
tributes: dateandtitle.? We consider this corpus as model whether at least one of the spans mapped to
an example of semi-structured text, where some @fach field appears in the email header; captures a
the field values appear in the email header, in a tabgly)| |ine in the document; is indent; appears within
lar structure, or using special formatting (Califf andspace lines; or in a tabular format. In Figure 1, struc-
Mooney, 1999; Minkov et al., 2005). tural active features includecation.inHeader lo-

We used a set of rules to extract candidate namegtion fullLine title.withinSpaceLinesetc.
entities per the types specified in Figuré 2The  semantic. These features refer to the semantic
rules encode information typically used in NER, injnterpretation of field values. According to the re-
cluding content and contextual patterns, as well 3§tional schema (Figure 2)jate and time include
lookups in available dictionaries (Finkel et al., 2005getajled attributes, whereas other relations are rep-
Minkov et al., 2005). The extracted candidates argssented as strings. The semantic features encoded
high-recall and overlapping. In order to increasenerefore refer talate andtime only. Specifically,
recall further, additional candidates were extracteghese features indicate whether a unified set of tu-
based on document structure (Siefkes, 2008). Thfes defines a value for all attributes; for example,

2A modified dataset is available on the author's homepagein Figure 1, the union of entities that map to the

Such structure varies across messages. Otherwise, tdatefield specify all of the attribute values of this

problem would reduce to wrapper learning (Zhu et al., 2006). re|ation, includingday-of-month month year, and
“The rule language used is based on cascaded finite state

machines (Minorthird, 2008). SReal-value features were discretized into segments.
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Date Stime Etime Location Speaker Title

Full model 96.1 99.3 98.7 96.4 87.5 69.5
No structural features  94.9 99.1 98.0 96.1 83.8 65.1
No semantic features 96.1 98.7 95.4 96.4 87.5 69.5
No unification 87.2 97.0 95.1 94.5 76.0 62.7
Individual fields 96.5 97.2 - 96.4 86.8 64.5

Table 1: Seminar extraction results (5-fold CV): FielddeF1

Date Stime Etime Location Speaker Title

SNOW (Roth and Yih, 2001) - 996 96.3 75.2 73.8

BIEN (Peshkin and Pfeffer, 2003) - 96.0 98.8 87.1 76.9 -
Elie (Finn, 2006) - 98.5 96.4 86.5 88.5

TIE (Siefkes, 2008) - 99.3 97.1 81.7 85.4

Full model 96.3 99.1 98.0 96.9 85.8 67.7

Table 2. Seminar extraction results (5-fold CV, trained 6fdcof corpus): Field-level F1

day-of-weekAnother feature encodes the size of th®©ur evaluation is strict, where non-empty predicted
most semantically detailed named entity that mapglues are counted as errors in such cases.
to afield; for example, the most detailed entity men- T4ple 1 shows the results of our full model us-
tion of type stime in Figure 1 is “3:30", compris- ing beam sizek = 10, as well as model variants.
ing of two attribute values, namelyour andmin- | order to evaluate the contribution of the proposed
utes Similarly, the total number of semantic U”itsfeatures, we eliminated every feature group in turn.
included in a unified set is represented as a featurgs spown in the table, removing the structural fea-
These features were designed to favor semanticallyres hurt performance consistently across fields. In
detailed mentions and unified sets. Finally, domaingyticylar, structure is informative for thitle field,
specific semantic knowledge is encoded as featurggyich is otherwise characterised with low content
including thedurationof the seminar, and whether agnq contextual regularity. Removal of the semantic
timevalue is round (minutes divide by 5). features affected performance on iemeandetime

In addition to the features described, one majje|ds, modeled by these features. In particular, the
be interested in modeling cross-field informationgptionaletimefield, which has fewer occurrences in

We have experimented with features that encod@e dataset, benefits from modeling semantics.
the shortest distance between named entity mentions, . . .

. . . . An important question to be addressed in evalu-
mapping to different fields (measured in terms of

c tion is to what extent the joint modeling approach
separating lines or sentences), based on the hypoﬁ1- J gapp

; ; . . contributes to performance. In another experiment
esis that field values typically co-appear in the same P P

seaments of the document. These features were w? therefore mimic the typical scenario of template
9 ' '}ﬁlmg, in which the value of the highest scoring

included in the final model since their contribution L . ,

: . named entity is assigned to each field. In our frame-
was marginal. We leave further exploration of cross- . _ : o
. . . work, this corresponds to a setting in which a unified
field features in this domain to future work.

set includes no more than a single entity. The results

Experiments We conducted 5-fold cross vali- &€ shown in Table 1 (no unification’). Due to re-
dation experiments using the seminar extractiofuced evidence given a single entity versus a a coref-
dataset. As discussed earlier, we assume that a s{€Nt set of entities, this results in significantly de-
gle record is described in each document, and thgfaded performance. Finally, we experimented with
each field corresponds to a single value. Thed¥PpPulating every field of the target schema indepen-
assumptions are violated in a minority of casedently of the other fields. While results are overall
In evaluating the template filling task, only exactcomparable on most fields, this had negative impact
matches are accepted as true positives, where parf4) thetitle field. This is Ia_rgely due to erroneous as-
matches are counted as errors (Siefkes, 2008). Ngjgnments of named entities of other types (mainly,
tably, the annotated labels as well as corpus itself aRg'S0D as titles; such errors are avoided in the ful
not error-free; for example, in some announcement8int model, where tuple validity is enforced.

the date and day-of-week specified are inconsistent. Table 2 provides a comparison of the full model
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Date Stime Etime Location Speaker Title

(Sutton and McCallum, 2004) - 96.7 97.2 88.1 80.4

(Finkel et al., 2005) - 971 979 90.0 84.2

Full model 954 971  97.9 97.0 86.5 75.5

Table 3: Seminar extraction results: Token-level F1

against previous state-of-the-art results. These re- [Acusiten]
sults were all obtained using half of the corpus for {purchessr |, [coname_}-[ corprame ||
training, and its remaining half for evaluation; the {ocaured [ con | | obtreviation {-{ compatr. ||
reported figures were averaged over five random {seter | e 1 [ corpeoe |

splits. For comparison, we used 5-fold cross vali-  gijgyre 4: The relational schema for acquisitions.

dation, where only a subset of each train fold that

corresponds to 50% of the corpus was used for traifs that it readily outputs a ranked list of coherent pre-

ing. Due to the reduced training data, the results agfictions. While the performance at the top of the

slightly lower than in Table 1. (Note that we used thQ)utput lists was roughly comparable, increasing

same test examples in both cases.) The best resujiges higher oracle recall: the correct record was

per field are marked in boldface. The proposed apncluded in the outpuk-top list 69.7%, 76.1% and

proach yields the best or second-best performangg.4% of the time, fok = 5, 10, 20 respectively.

on all target fields, and gives the best performance

overall. While a variety of methods have been apé Corporate Acquisitions

plied in previous works, hone has modeled templa

filling in a joint fashion. As argued before, joint

modeling is especially important for irregular fields

such aditle; we provide first results on this field.
Previously, Sutton and McCallum (2004) an

later Finkelet-al. (2005), applied sequential models

. . . ell as their corresponding abbreviated names and
0 p(_arform NER on this dataset, identifying name ompany code$ We describe the target schema us-
entities that .pertaln fo the template slots. _BOth G g the relational structure depicted in Figure 4. The
these W.OI’!(S mcorporated cprgference and hlgh-levg hema includes two relations: tberprelation de-
semantic information to a limited e>.<tent. We COMeribes a corporate entity, including its full name,
pare our approach to their work, having obtained an‘§k

tI‘Sataset The corporate acquisitions corpus con-
tains 600 newswire articles, describing factual or po-

tential corporate acquisition events. The corpus has

C{)een annotated with the official names of the parties
0 an acquisitionacquired purchaserandseller, as

oo ; bbreviated nhame and code as attributes; the target
used the same 5-fold cross validation splits as bo

) quisitionrelation includes three role-designating
works. Table 3 shows results in terms of token Flattributes each linked toorp tuple

Our results evaluated on the named mention recogni-
tion task are superior overall, giving comparable Ofhatical genre correspond twun phrases Docu-

best performance on all fields. We believe that these | ..\ o o pre-processed to extract noun phrases
results demonstrate the benefit of performing me%'imilarly to Haghighi and Klein (2010) '

tion recognition as part of a joint model that takes

into account detailed semantics of the underlying réd~eatures We modelsyntacticfeatures, following

lational schema, when available. Haghighi and Klein (2010). In order to compen-
Finally, we evaluate thglobal quality of the ex- sate for parsing errors, shallow syntactic features

tracted records. Rather than assess performancewgtre added, representing the values of neighboring

field-level, this stricter evaluation mode considers &erbs and prepositions (Cohen et al., 2005). While

whole tuple, requiring the values assigned to all ofiewswire documents are mostly unstructustdjc-

its fields to be correct. Overall, our full model (Tabletural features are used to indicate whether any of the

1) extracts globally correct records for 52.6% of thgurchaseracquiredandsellertext spans appears in

examples To our knowledge, this is the first wor 8In this work, we ignore other fields annotated, as they are

that provides this type of evaluation on this datasefconsistently defined, have low number of occurrences in the
Importantly, an advantage of the proposed approachrpus, and are loosely inter-related semantically.

Candidate name mentions in this strictly gram-
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purname purabr purcode acgname acqabr acqcode sellname r sekaficode

TIE (batch) 55.7 58.1 - 53.5 55.0 - 31.8 25.8

TIE (inc) 51.6 55.3 - 49.2 51.7 - 26.0 24.0

Full model 48.9 55.0 70.2 50.7 55.2 67.2 33.2 36.8 55.4
Model variants:

No inter-type and struct. ftrs 45.1 50.5 66.8 49.8 53.9 66.4 493 42.2 56.0
No semantic features 42.6 384 58.1 40.5 36.5 44.8 32.2 26.6 .6 46
Individual roles 43.9 48.7 62.5 45.0 47.2 52.7 34.1 40.3 47.8

Table 4: Corp. acquisition extraction results: Field-ldve

purname purabr purcode acgname acgabr acqcode sellname r sekaticode

TIE (batch)  52.6 405 - 492 437 287 16.4
TIE (inc) 48.4 38.6 - 44.7 42.7 - 23.6 145
Full model 450 483 69.8 46.4 59.5 66.9 316 33.0 55.0

Table 5: Corp. acquisition extraction results: Entitydel1

the article’s headerSemanticfeatures are applied ing them degrades the extraction of the abbreviated
to corp tuples: we model whether the abbreviateshames; these features allow prediction of abbrevi-
name is a subset of the full name; whether the corted names jointly with the full corporate names,
porate code forms exact initials of the full or abbrewhich are more regular (e.g., include a distinctive
viated names; or whether it has high string similaritysuffix). Finally, we show results of predicting each
to any of these values. Finallgross-type features role filler individually. Inferring the roles jointly
encode the shortest string between spans mappifitull model’) significantly improves performance.

to different roles in thecquisitionrelation. Table 5 further shows results on NER, the task of
recovering the sets of named entity mentions per-
etaining to each target field. As shown, the proposed
joint approach performs overall significantly better
than previous results reported. These results are con-
sistent with the case study of seminar extraction.

Experiments We applied beam search, wher
corptuples are extracted first, aadquisitiontuples
are constructed using the top scoricgyp entities.
We used a default beam size= 10. The dataset is
split into a 300/300 train/test subsets.

Table 4 shows results of our full model in terms of;
field-level F1, compared against TIE, a state-of-the-
art discriminative system (Siefkes, 2008). Unfortu\We presented a joint approach for template filling
nately, we can not directly compare against a genethat models mention detection, unification, and field
ative joint model evaluated on this dataset (Haghighixtraction in a flexible, feature-rich model. This ap-
and Klein, 2010Y. The best results per attribute areproach allows for joint modeling of interdependen-
shown in boldface. Our full model performs bet-cies at all levels and across fields. Despite the com-
ter overall than TIE trained incrementally (similarly putational challenges of this joint inference space,
to our system), and is competitive with TIE usingwe obtained effective learning with a Perceptron-
batch learning. Interestingly, the performance of oustyle approach and simple beam decoding.
model on thecode fields is high; these fields do  An interesting direction of future research is
not involve boundary prediction, and thus reflect théo apply reranking to the output list of candidate
quality of role assignment. records using additional evidence, such as support-

Table 4 also shows the results of model variing evidence on the Web (Banko et al., 2008). Also,
ants. Removing thénter typeand structural fea- modeling additional features or feature combina-
tures mildly hurt performance, on average. In contions in this framework as well as effective feature
trast, thesemanticfeatures, which account for the selection or improved parameter estimation (Cram-
semantic cohesiveness of the populateth tuples, mer et al., 2009) may boost performance. Finally,
are shown to be necessary. In particular, removt is worth exploring scaling the approach to unre-
" TThey report average performance on a different set Q§tricted event extraction, and jointly model extract-

fields; in addition, their results include modeling of pronounéng more than one relation per document.
and nominal mentions, which are not considered here.

Summary and Future Work
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