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Abstract Aligning documents from different languages arises
in all the above mentioned problems. In this pa-
per, we address this problem by mapping documents

into a common subspace (interlingual representa-

Mapping documents into an interlingual rep-
resentation can help bridge the language bar-
rier of a cross-lingual corpus. Previous ap-

proaches use aligned documents as training
data to learn an interlingual representation,
making them sensitive to the domain of the
training data. In this paper, we learn an in-

tion)!. This common subspace generalizes the no-
tion of vector space model for cross-lingual applica-
tions (Turney and Pantel, 2010).

There are two major approaches for solving the

terlingual representation in an unsupervised
manner using only a bilingual dictionary. We
first use the bilingual dictionary to find candi-
date document alignments and then use them
to find an interlingual representation. Since
the candidate alignments are noisy, we de-
velop a robust learning algorithm to learn
the interlingual representation. We show that
bilingual dictionaries generalize to different
domains better: our approach gives better per-
formance than either a word by word transla-
tion method or Canonical Correlation Analy-
sis (CCA) trained on a different domain.

document alignment problem, depending on the
available resources. The first approach, which
is widely used in the Cross-lingual Information
Retrieval (CLIR) literature, uses bilingual dictio-
naries to translate documents from one language
(source) into another (target) language (Ballesteros
and Croft, 1996; Pirkola et al., 2001). Then stan-
dard measures such as cosine similarity are used to
identify target language documents that are close to
the translated document. The second approach is to
use training data of aligned document pairs to find a
common subspace such that the aligned document
pairs are maximally correlated (Susan T. Dumais,
1996; Vinokourov et al., 2003; Mimno et al., 2009;

The growth of text corpora in different Ianguageéalatt et ql., 2010; Haghighi et al., 200_8) '
poses an inherent problem of aligning documents Both kinds of approaches have their own strengths

across languages. Obtaining an explicit alignmen”'f‘,nd weaknesses. Dictionary based approaches treat

or a different way of bridging the language barrierSOUrce documents independenti., each source

is an important step in many natural language prclgnguage document is translated independently of
cessing (NLP) applications such as: document ré)_ther documents. Moreover, after translation, the re-
trieval (Gale and Church, 1991: Rapp, 1999; Ba"egationship of a given source document with the rest
teros and Croft. 1996° Munteanu and Marcu 2005of the source documents is ignored. On the other
VU et al., 2009), Transliteration Mining (Klementiey 1and. supervised approaches use all the source and

and Roth, 2006; Hermjakob et al., 2008; Udupa darget language documents to infer an interlingual

al., 2009; Ravi and Knight, 2009) and Multilingual  i\e yse the phrases “common subspace” and “interlingual
Web Search (Gao et al., 2008; Gao et al., 2009)epresentation” interchangeably.

1 Introduction
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representation, but their strong dependency on tliee documents into the common subspace and use
training data prevents them from generalizing welinaximal matching to recover the hidden alignment.
to test documents from a different domain. During this stage, we also learn mappings from the
In this paper, we propose a technique that conffocument spaces onto the common subspace. These
bines the advantages of both these approaches. Ar@ppings can be used to convert any new document
broad level, our approach uses bilingual dictionarie#ito the interlingual representation. We describe
to identify initial noisy document alignments (Sec.each of these two steps in detail in the following two
2.1) and then uses these noisy alignments as traigib sections (Sec. 2.1 and Sec. 2.2).
ing data to learn a common subspace. Since the _ _
alignments are noisy, we need a learning algorithri-1  NOiSy Document Alignments
that is robust to the errors in the training data. It iSranslating documents from one language into an-
known that techniques like CCA overfit the trainingother language and finding the nearest neighbours
data (Rai and Daume lll, 2009). So, we start with agives potential alignments. Unfortunately, the re-
unsupervised approach such as Kernelized Sortimglting alignments may differ depending on the di-
(Quadrianto et al., 2009) and develop a supervisaéction of the translation owing to the asymmetry
variant of it (Sec. 2.2). Our supervised variant learnef bilingual dictionaries and the nearest neighbour
to modify the within language document similaritiesproperty. In order to overcome this asymmetry, we
according to the given alignments. Since the origifirst turn the documents in both languages into bag
nal algorithm is unsupervised, we hope that its suwsf translation pairs representation.
pervised variant is tolerant to errors in the candidate We follow the feature representation used in Ja-
alignments. The primary advantage of our method igarlamudi and Daumé 11l (2010) and Boyd-Graber
that, it does not use any training data and thus geand Blei (2009). Each translation pair of the bilin-
eralizes to test documents from different domaingyual dictionary (also referred as a dictionary en-
And unlike the dictionary based approaches, we usey) is treated as a new feature. Given a docu-
all the documents in computing the common subment, every word is replaced with the set of bilin-
space and thus achieve better accuracies compargehl dictionary entries that it participates in. |If
to the approaches which translate documents in is@® represents the TFIDF weighted term docu-
lation. ment matrix andl” is a binary matrix matrix of size
There are two main contributions of this work.no_of_dictionary_entriesx vocahsize then convert-
First, we propose a discriminative technique to learing documents into a bag of dictionary entries is
an interlingual representation usiogly a bilingual ~ given by the linear operatiok *) « T'D.2
dictionary. Second, we develop a supervised variant After converting the documents into bag of dic-
of Kernelized Sorting algorithm (Quadrianto et al.tionary entries representation, we form a bipartite
2009) which learns to modify within language doc-graph with the documents of each language as a
ument similarities according to a given alignment. separate set of nodes. The edge weight be-

tween a pair of documents.” andy](.t) (in source
2 Approach and target language respectively) is computed as the

_ _ _ _ Euclidean distance between those documents in the
Given a cross-lingual corpus, with an underlying Ungjictionary space. Let;; indicate the likeliness of
known document alignment, we propose a technique source document® is alianed to a target doc-
to recover the hidden alignment. This is achieveg : 9 g

(t) ;
by mapping documents into an interlingual repredMenty; . We want each document to align to at

sentation. Our approach involves two stages. In tHaSt one document from other language. Moreover,

first stage, we use a bilingual dictionary to find ini-W& Want to encourage similar documents to align

tial candidate noisy document alignments. The sed0 €ach other. We can formulate this objective and

ond stage uses a robust learning algorithm to learntie constraints as the following minimum cost flow

common subspace from the noisy alignments iden- 2Superscrip(t) indicates that the data is in the form of bag
tified in the first step. Subsequently, we project albf dictionary entries
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problem (Ravindra et al., 1993): ing formulatedT as the solution of the following op-
timization problem (Gretton et al., 2005):

m,n
arg H;in HZI Wijmij 1) arg max tr( K ITK,TIT) 2
27-]:
_ T Tv T
Wzﬂijzl; ijﬂ'ijzl = argmax tr(X"XIIY ' YII') (3)
j i

In our supervised version of Kernelized Sorting,
we fix the permutation matrix (to sdy) and mod-
where C' is some user chosen constant, and n !fy t.he kerngl mg tr|ce§_(x. and Ky so that the ob-

IeetCt'VG function is maximized for the given permu-

are the number of documents in source and target . o , .

. i ~tation. Specifically, we find a mapping for each lan-
languages respectively. Without the last constrain :

. e . guage, such that when the documents are projected
(mi; < C)this optimization problem always gives an: . )
) . . into their common subspaces they are more likely to
integral solution and reduces to a maximum match-

ing problem (Jonker and Volgenant, 1987). SincreSpeCt the alignment given by. Subsequently, the

; . est documents are also projected into the common
this solution may not be accurate, we allow many-to-

many mapping by setting the constaiitio a value Zﬁsr?ggcpeaﬁgd we return the nearest neighbors as the

less than one. In our experiments (Sec. 3), wé . .
found that setting” to a value less than 1 gave bet- Letl/ andV’ be the mappings for the required sub-

ter space in both the languages, then we want to solve
performance analogous to the better performancf‘he following optimization problem:
of soft Expectation Maximization (EM) compared '

to hard-EM. The optimal solution of Eq. 1 can be argmax tr(XTUUTX TTYTVVTY 17)

found efficiently using linear programming (Ravin- uv

dra et al., 1993). st. UTU=1& VIV =1 (4)

Vi,j OSTFUSC

2.2 Supervised Kernelized Sorting wherel is an identity matrix of appropriate size. For
revity, letC,, denote the cross-covariance matrix
.e. Cyy = X1IY'T) then the above objective func-

Kernelized Sorting is an unsupervised technique (E
n
fion becomes:

align objects of different types, such as English a
Spanish documents (Quadrianto et al., 2009; J

garalmugli et al._, 2010). The main advantage of this arg max tr(UUTCMVVTCxTy)
method is that ibnly uses thdntra -language doc- uv
ument similarities to identify the alignments across st. UTU=1& Vv =1I (5)

languages. In this section, we describe a supervised
variant of Kernelized Sorting which takes a set olVe have used the cyclic property of the trace func-
candidate alignments and learns to modify the intrdlon while rewriting Eq. 4 to Eq. 5. We use alterna-
language document similarities to respect the givelive maximization to solve for the unknowns. Fixing
alignment. Since Kernelized Sorting does not rely’ (to sayVq), rewriting the objective function using
on the inter-lingual document similarities at all, wethe cyclic property of the trace function, forming the
hope that its supervised version is robust to noisiy@drangian and setting its derivative to zero results
alignments. in the following solution:

Let X andY be the TFIDF weighted ternx
document matrices in both the languages and let

K, and K, be their linear dot product kernel ma-gor the initial iteration, we can substituigV;” as

: : _ 5T T o ) ) :
trices, ie. , K, = X' X and K, = Y'Y. jdentity matrix which leaves the kernel matrix un-

LetIT € {0,1}™*" denote the permutation matrix changed. Similarly, fixind/ (to Up) and solving the
which captures the alignment between documents ghtimization problem fol” results:

different languages,e. m;; = 1 indicates docu-

mentsz; andy; are aligned. Then Kernelized Sort- CLUUG Coy V=2, V (7)

CoyVoVo CL U =X U (6)
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In the special case where botfy V! and UyUl En-Es En-De
are identity matrices, the above equations reduce to| Word-by-Word 0.597 0.564
nyCxTy U=\, Uand CxTnyy V=X V. In CCA(A=0.3) 0.627 0.485
this particular case, we can simultaneously solve for | CCA (A =0.5) 0.628 0.486
bothU andV using Singular Value Decomposition CCA(A=0.8) 0.637 0.487
(SVD) as: OPCA 0.688 0.530
Usvt = oy, (8) Ours (C =0.6) 0.67 0.604
Ours (C=1.0) 0.658 0.590

So for the first iteration, we do the SVD of the cross-
covariance matrix and get the mappings. For th&ble 1: Accuracy of different approaches on the
subsequent iterations, we use the mappings found Myikipedia documents in English-Spanish and English-

the previous iteration, &, andVj, and solve Egs. German language pairs. For CCA, we regularize the
6 and 7 alternatively within language covariance matrices(as - \) X X7+ \I

and the regularization parametevalue is also shown.

2.3 Summary

In this section, we describe our procedure to recovene follow the process described in Sec. 2.3 to re-
document alignments. We first convert documentsover the document alignment for our method.

into bag of dictionary entries representation (Sec. We compare our approach with a dictionary based
2.1). Then we solve the optimization problem in Eqapproach, such as word-by-word translation, and
1 to get the initial candidate alignments. We use theupervised approaches, such as CCA (Vinokourov
LEMONS? graph library to solve the min-cost flow et al., 2003; Hotelling, 1936) and OPCA (Platt
problem. This step gives us the; values for every et al., 2010). Word-by-word translation and our
cross-lingual document pair. We use them to fornapproach use bilingual dictionary while CCA and
a relaxed permutation matriXIj which is, subse- OPCA use a training corpus of aligned documents.
quently, used to find the mapping& (and V) for  Since the bilingual dictionary is learnt from Eu-
the documents of both the languagée.( solv- roparl data set, for a fair comparison, we train su-
ing Eq. 8). We use these mappings to project botpervised approaches on 3000 document pairs from
source and target language documents into the cofRuroparl data set. To prevent CCA from overfitting
mon subspace and then solve the bipartite matching the training domain, we regularize it heavily. For

problem to recover the alignment. OPCA, we use a regularization parameter of 0.1 as
) suggested by Platt et al. (2010). For all the systems,
3 Experiments we construct a bipartite graph between the docu-

For evaluation, we choose 2500 aligned docu':nemS of different languages, with edge weight be-

t pairs f Wikipedia in Enalish-Spanish and? the cross-lingual similarity given by the respec-
ment pairs from Wikipedia in =nglish-spanish an {g/e method and then find maximal matching (Jonker

English-German language pairs. For both the da
sets, we consider only words that occurred morgnd Volgenant, 1987). We report the accuracy of the
’ recovered alignment.

than once in at least five documents. Of the words Table 1 sh . £ diff t method
that meet the frequency criterion, we choose the aple 1 shows accuracies ot difierent methods on

most frequent 2000 words for English-Spanish dat%Oth Spanish anql German data sets. For comparison
set. But, because of the compound word phéqurposes, we trained and tested CCA on documents

nomenon of German. we retain all the frequent[rom same domain (Wikipedia). It achieves 75% and

words for English-German data set Subsequent@Z% accuracies for the two data sets respectively
we convert the documents into TFIDF weighted vec-: ut,Eas exp:act(i'd,l It pecr)fortr;ledEpo?rlg évhen tra:jnef[d
tors. The bilingual dictionaries for both the lan-2" uroparlar Ic edS.b n de nglls_- erm?n ada
guage pairs are generated by running Giza++ (chr?t’ a simple word-by-word transiation performe

and Ney, 2003) on the Europarl data (Koehn, 2005 _ef[ter than CCA and OPCA. For both the language
airs, our model performed better than word-by-

*https://lemon.cs.elte.hu/trac/lemon word translation method and competitively with the
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supervised approaches. Note that our method dotee given alignments.
not use any training data. Our approach exploits two complimentary infor-
We also experimented with few values of the pamation sources to recover a better alignment. The
rameterC' for the min-cost flow problem (Eq. 1). first step uses cross-lingual cues available in the
As noted previously, setting’ = 1 will reduce the form of a bilingual dictionary and the latter step
problem into a linear assignment problem. Fronexploits document structure captured in terms of
the results, we see that solving a relaxed version efithin language document similarities. Experimen-
the problem gives better accuracies but the improveal results show that our approach performs better
ments are marginal (especially for English-Germanthan dictionary based approaches such as a word-
. _ by-word translation and is also competitive with su-
4 Discussion pervised approaches like CCA and OPCA.

For both language pairs, the accuracy of the first

stage of our approach (Sec. 2.1) is almost same f&ferences

that of word-by-word translation system. Thus, the

improved performance of our System Compared tbisa Ballesteros and W. Bruce Croft. 1996. Dictio-

word-by-word translation shows the effectiveness of "a"Y methods for cross-lingual information retrieval.
the supervised Kernelized sorting In Proceedings of the 7th International Conference

. . . . on Database and Expert Systems Applicati@SXA
The solution of our supervised Kernelized sorting gg pages 791-801, London, UK. Springer-Verlag.

(Eq. 8) resembles Latent Semantic Indexing (peeﬁ'ordan Boyd-Graber and David M. Blei. 2009. Multilin-
wester, 1988). Except, we use a cross-covariance gya| topic models for unaligned text. Wncertainty

matrix instead of a termx document matrix. Effi-  in Artificial Intelligence

Cient algorithms eXiSt for SOIVing SVD on arbitrarily Scott Deerwester. 1988. |mproving Information Re-
large matrices, which makes our approach scalable trieval with Latent Semantic Indexing. In Christine L.
to large data sets (Warmuth and Kuzmin, 2006). Af- Borgman and Edward Y. H. Pai, editorBjoceed-
ter solving Eq. 8, the mappings andV can be  ings of the 51st ASIS Annual Meeting (ASIS ;88)-
improved by iteratively solving the Egs. 6 and 7 re- ume 25, Atlanta, Georgia, October. American Society

spectively. But it leads the mappings to fit the nois for Information Science.

alignments exactly, so in this paper we stop aft;Q\/'”'am A. Gale and Kenneth W. Church. 1991. A pro-
gram for aligning sentences in bilingual corpora. In

solving the SYD problem. ) . Proceedings of the 29th annual meeting on Associ-
‘The extension of our approach to the situation ation for Computational Linguisticpages 177184,
with different number of documents on each side is Morristown, NJ, USA. Association for Computational

straight forward. The only thing that changes is the Linguistics.

way we compute alignment after finding the projecwei Gao, John Blitzer, and Ming Zhou. 2008. Using
tion directions. In this case, the input to the bipar- english information in non-english web search.iNp
tite matching problem is modified by adding dummy EWS '08: Proceeding of the 2nd ACM workshop on
documents to the language that has fewer documentsMProving non english web searchingages 17-24,
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to the dummy documents. Wei Gao, John Blitzer, Ming Zhou, and Kam-Fai Wong.

2009. Exploiting bilingual information to improve
web search. IiProceedings of Human Language Tech-
nologies: The 2009 Conference of the Association for

In this paper we have presented an approach to re-Computational LinguisticSsACL-IJCNLP "09, pages
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cover document alignments from a comparable cor-
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