Optimal Head-Driven Parsing Complexity
for Linear Context-Free Rewriting Systems

Pierluigi Crescenzi Daniel Gildea Andrea Marino
Dip. di Sistemi e Informatica Computer Science Dept. Dip. di Sistemi e Informatica
Universit di Firenze University of Rochester Universit di Firenze
Gianluca Rossi Giorgio Satta
Dip. di Matematica Dip. di Ingegneria dell'Informazione
Universita di Romalor \ergata Universita di Padova
Abstract number of nonterminals on the right-hand side (rhs)

of a rule, while fan-out is the number of spans of
driven parsing strategy for Linear Context- the stripg generated by the nonterminal in_ the left-
Free Rewriting System productions. A head- hand side (Ihs) of the rule. C.FGS are equivalent to
driven strategy must begin with a specified LCFRSs with fan-out one, while TAGs are one type
righthand-side nonterminal (the head) andadd ~ of LCFRSs with fan-out two. Rambow and Satta

the remaining nonterminals one at a time in (1999) show that rank and fan-out induce an infi-

any order. We show that it is NP-hard to find nite, two-dimensional hierarchy in terms of gener-
the pest head-driven strate_gy in term_s of either ative power; while CFGs can always be reduced to

the time or space complexity of parsing. rank two (Chomsky Normal Form), this is not the
case for LCFRSs with any fan-out greater than one.

1 Introduction General algorithms for parsing LCFRSs build a

Linear Context-Free Rewriting Systems (LCFRSs§lynamic programming chart of recognized nonter-
(Vijay-Shankar etal., 1987) constitute a very generdlinals bottom-up, in a manner analogous to the
grammatical formalism which subsumes contextcKY algorithm for CFGs (Hopcroft and Ullman,
free grammars (CFGs) and tree adjoining grammaﬂ§79)’ but with time and space complexity that are
(TAGs), as well as the synchronous context-fredependent on the rank and fan-out of the gram-
grammars (SCFGs) and synchronous tree adjoif?a rules. Whenever it is possible, binarization of
ing grammars (STAGs) used as models in machirle©FRS rules, or reduction of rank to two, is there-
translationt LCFRSs retain the fundamental prop-foré important for parsing, as it reduces the time
erty of CFGs that grammar nonterminals rewrit&OmPplexity needed for dynamic programming. This
independently, but allow nonterminals to generatBas lead to a number of binarization algorithms for
discontinuous phrases, that is, to generate mok&FRSS, as well adactorization algorithms that
than one span in the string being produced. Thi€ctor rules into new rules with smaller rank, with-
important feature has been recently exploited b§ut necessarily reducing rank all the way to two.
Maier and Sggaard (2008) and Kallmeyer and Maigkuhimann and Satta (2009) present an algorithm
(2010) for modeling phrase structure treebanks witF?r bmgnzmg certain LCFRS rules without increas-
discontinuous constituents, and by Kuhimann anf9 their fan-out, and Sagot and Satta (2010) show
Satta (2009) for modeling non-projective depenhOW to reduce rank to the lowest value possible for
dency treebanks. LCFRS rules of fan-out two, again without increas-

The rules of a LCFRS can be analyzed in term9 fan-out. Gmez-Rodiguez et al. (2010) show
of the properties ofank andfan-out. Rank is the how to factorizewell-nested LCFRS rules of arbi-

7o be more o, SCEGs and STAG | trary fan-out for efficient parsing.
o be more precise, san s generate languages i :
composed by pair of strings, while LCFRSs generate string lan- In general there may be a trade-off required

guages. We can abstract away from this difference by assumifgtween rank and fan-out, and a few recent pa-
concatenation of components in a string pair. pers have investigated this trade-off taking gen-
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eral LCFRS rules as input. @mez-Rodiguez et (2010) simply proceeds left to right through the rule,
al. (2009) present an algorithm for binarization ofwithout considering the impact of the parsing strat-
LCFRSs while keeping fan-out as small as possigy on either time or space complexity. We examine
ble. The algorithm is exponential in the resultinghe question of whether we can efficiently find the
fan-out, and ®@mez-Rodiguez et al. (2009) mention strategy that minimizes either the time complexity
as an important open question whether polynomiabr the space complexity of parsing. While a naive
time algorithms to minimize fan-out are possiblealgorithm can evaluate alll head-driven strategies
Gildea (2010) presents a related method for binan time O(n - r!), wherer is the rule’s rank anah
rizing rules while keeping the time complexity ofis the total length of the rule’s description, we wish
parsing as small as possible. Binarization turns otid determine whether a polynomial-time algorithm
to be possible with no penalty in time complexity,is possible.
but, again, the factorization algorithm is exponen- Since parsing problems can be cast in terms of
tial in the resulting time complexity. Gildea (2011)logic programming (Shieber et al., 1995), we note
shows that a polynomial time algorithm for factor-that our problem can be thought of as a type of
izing LCFRSs in order to minimize time complexity query optimization for logic programming. Query
would imply an improved approximation algorithm optimization for logic programming is NP-complete
for the well-studied graph-theoretic property knowrsince query optimization for even simple conjunc-
as treewidth. However, whether the problem of factive database queries is NP-complete (Chandra and
torizing LCFRSs in order to minimize time com-Merlin, 1977). However, the fact that variables in
plexity is NP-hard is still an open question in thequeries arising from LCFRS rules correspond to the
above works. endpoints of spans in the string to be parsed means
Similar questions have arisen in the context ofhat these queries have certain structural properties
machine translation, as the SCFGs used to modgbildea, 2011). We wish to determine whether the
translation are also instances of LCFRSs, as alreadjructure of LCFRS rules makes efficient factoriza-
mentioned. For SCFG, Satta and Peserico (200&pn algorithms possible.
showed that the exponent in the time complexity |n the following, we show both the the time- and
of parsing algorithms must grow at least as fast aspace-complexity problems to be NP-hard for head-
the square root of the rule rank, and Gildea andriven strategies. We provide what is to our knowl-
Stefankovt (2007) tightened this bound to be lin-edge the first NP-hardness result for a grammar fac-
ear in the rank. However, neither paper provides af@rization problem, which we hope will aid in under-
algorithm for finding the best parsing strategy, andtanding parsing algorithms in general.
Huang et al. (2009) mention that whether finding the

optimal parsing strategy for an SCFG rule is NP2 | CFRSs and parsing complexity
hard is an important problem for future work.

In this paper, we investigate the problem of ruldn this section we briefly introduce LCFRSs and de-
binarization for LCFRSs in the context diead- fine the problem of optimizing head-driven parsing
driven parsing strategies. Head-driven strategies béomplexity for these formalisms. For a positive in-
gin with one rhs symbol, and add one nontermitegern, we write[n] to denote the sefl, ..., n}.
nal at a time. This rules out any factorization in As already mentioned in the introduction,
which two subsets of nonterminals of size greatdrCFRSs generate tuples of strings over some finite
than one are combined in a single step. Head-driveaiphabet. This is done by associating each produc-
strategies allow for the techniques of lexicalizatioriion p of a grammar with a functiog that takes as
and Markovization that are widely used in (projecinput the tuples generated by the nonterminajgsn
tive) statistical parsing (Collins, 1997). The statisths, and rearranges their string components into a
tical LCFRS parser of Kallmeyer and Maier (2010)new tuple, possibly adding some alphabet symbols.
binarizes rules head-outward, and therefore adoptsLet V' be some finite alphabet. We wriié* for
what we refer to as a head-driven strategy. Howthe set of all (finite) strings ovér. For natural num-
ever, the binarization used by Kallmeyer and Maiebersr > 0 and f, f1,..., f > 1, consider a func-
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tiong: (V)1 x ... x (V*)fr — (V*)/ defined by

an equation of the form fan-out | strategy

4 (A1 @ Ag) ® Az)* @ Ay
3 (A1 ® Ay)* @ (Ar @ A3)
3 ((Al @Ag)* @A4> @A3
2 (A3 @ A3) @ Ay) © Ay

gz 1, )y (T, T p)) = A

Here thez; ;'s denote variables over strings in*,

andd = (ai,...,ay) is an f-tuple of strings over
g's argument variables and symbolsth We say
that ¢ is linear, non-erasingif @ containsexactly Figure 1: Some parsing strategies for production Ex-

one occurrence of each argument variable. We call ample 3, and the associated maximum value for fan-out.
and f the rank and thefan-out of g, respectively Symbol® denotes the merging operation, and superscript

. . marks the first step in the strategy in which the highest
and writer(g) and f(g) to denote these quantities. :an-out is realized. P o g

Example 1 g1 ((z1,1,212)) = (x1,121,2) takes as
input a tuple with two strings and returns a tuple

. . . : _ of the following bottom-up process. First, the tuple
with a single string, obtained by concatenating the&6 ¢) is generated byl throughps. We then iterate
components in the input tuplega((x1,1,z1,2)) = ’

) / three times the application @f to (¢, ¢), resultin
(ax1.1b, cz12d) takes as input a tuple with two PP oh [0 (¢, €) g

: _ : in the tuple(a®b3, c3d3). Finally, the tuple (string)
strings and wraps around these strings with Synlb3b3c3d3> is generated by through application of
bolsa,b,c,d € V. Both functions are linear, non-

erasing, and we haveg,) = r(g2) =1, f(q1) =1

andf(gs) = 2. O Existing parsing algorithms for LCFRSs exploit

A linear context-free rewriting systemis a tuple dyngmlc programming. Thes_e algorithms compute
partial parses of the input string, represented by

G = (Vn,Vp, P,S), whereVy and Vp are finite, ‘ alized data struct led it
disjoint alphabets of nonterminal and terminal Sym[neans O specialized data structures cafied 1ems.

bols, respectively. Eac € Vy is associated with Eachitem indexes the boundaries of the segments

avaluef(A), called itsfan-out. The nonterminab of w _that are spanqed by the partial parse. In the
is the start symbol, withf(S) — 1. Finally, P is a special case of parsing based on CFGs, an item con-

set of productions of the form S|sts_of two indices, while for TAGs four indices are
required.
p: A — g(A, A, Ayy) (1) In the general case of LCFRSs, parsing of a pro-
ductionp as in (1) can be carried out ing) — 1

O

where A, Ay, ..., Ayg) € VN, andg : (V)7A41) steps, collecting already available parses for nonter-
WX (Vi:)f(Ar(g)) — (V)7 is a linear, non- minals 4;,..., A, one at a time, and ‘merging’
erasing function. these into intermediate partial parses. We refer to the

Production (1) can be used to transform th@rder in which nonterminals are merged as a pars-
r(g) string tuples generated by the nonterminalig strategy, or, equivalently, a factorization of the
Ay, ..., Ay into a tuple of f(A) strings gener- original grammar rule. Any parsing strategy results
ated byA. The values:(g) and f(g) are called the in a complete parse gf, spanningf(p) = f(A)
rank andfan-out of p, respectively, writtem(p) and  segments ofv and represented by some item with
f(p). Given thatf(S) = 1, S generates a set of 2f(A) indices. However, intermediate items ob-
strings, defining the languadgG). tained in the process might span more th&n)

Example 2 Let g; and g, be as in Example 1, and segments. We illustrate this through an example.

letg3() = (e, ). Consider the LCFR& defined by Example 3 Consider a linear non-erasing function

the production; : S — g1(A4), p2 : A — g2(A)  g((x1,1,71.2), (T2,1,T22), (¥3,1,732), (Ta,1,T4,2))

andp3 A — gg(). We havef(S) =1, f(A) = = <:1:171x271x3,1a:471, $372x272x472x172>, and a pro-

f(G) =2,r(p3s) =0andr(p1) =r(p2) =r(G) = ductionp : A — g(A;, Az, Az, A4), where all the

1. We haveL(G) = {a"b"c"d™|n > 1}. Forin- nonterminals involved have fan-out 2. We could

stance, the stringb>cd? is generated by means parsep starting fromA;, and then merging withl,,
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Vi e3 EGY problem one takes as input an LCFRS produc-

\V3 €4 va tion p and an integek, and must decide whether
€1 v there exists a parsing strategy fokvith maximum
vy 2 fan-out not larger thak. In the MIN TIME STRAT-

EGY problem one is givep andk as above and must
Figure 2: Example input graph for our construction of ardecide whether there exists a parsing strategy for
LCFRS production. p such that, in any of its steps merging two partial

parses with fan-ouf; and f, and resulting in a par-

As, andAs,. In this case, after we have collected th(i"illgsarse with fan-ouf, the relationf + f1 + f> < &

first three nonterminals, we have obtained a parti
parse having fan-out 4, that is, an item spanning 4 !N this paper we investigate the above problems in
segments of the input string. Alternatively, we couldh€ context of a specific family of linguistically mo-
first mergeA; and A4, then merged, and A;, and tivated parsing strategies for LCFRSs, called head-
finally merge the two obtained partial parses. Thigriven. In ahead-driven strategy, one always starts
strategy is slightly better, resulting in a maximumpParsing a productiop from a fixed nonterminal in
fan-out of 3. Other possible strategies can be eXs rhs, called théeadof p, and merges the remain-

plored, displayed in Figure 1. It turns out that thd"d nonterminals one at a time with the partial parse
best parsing strategy leads to fan-out 2. 5 containing the head. Thus, under these strategies,

_ _ _ the construction of partial parses that do not include
The maximum fan-outf realized by a parsing {he nead is forbidden, and each parsing step involves
strategy determines the space complexity of thgt ot one partial parse. In Figure 1, all of the dis-
parsing algorithm. For an input string, items will 5 1aveq strategies but the one in the second line are

require (in the worst-case)f indices, each taking head-driven (for different choices of the head).
O(Jw|) possible values. This results in space com-

plexity of O(|w|?f). In the special cases of parsing
based on CFGs and TAGs, this provides the wel
known space complexity ab(Jw|?) and O(|w|*), _ _
respectively. For an LCFRS productiop, let H be its head non-

It can also be shown that, if a partial parse havt_ermmal, and letd,, ..., A, be all the non-head

ing fan-out f is obtained by means of the Combi_gqntermlna_ls Irp’ts Ts’ W'tth 1=r(p). ,tAgead-
nation of two partial parses with fan-otit and f, riven parsing stralegy can be represented as a per-

respectively, the resulting time complexity will behmutgtlomrt over thle s_se’tn}r,]pre; Cnlt()j";g that thedno_r;r-]
O(|w|ft11+/2) (Seki et al., 1991; Gildea, 2010). As €ad nonterminais Ip's rs should beé merged wi

an example, in the case of parsing based on CFGd, I the ?rderAgl(l)hAwg)é'_- o Ar(n)- No;e Iha_t
nonterminals as well as partial parses all have fadlere areu: possible head-driven parsing strategies.

out one, resulting in the standard time complexity of TO show that MN SPACE STRATEGY is NP-
O(|w|?) of dynamic programming methods. Whenhard under head-driven parsing strategies, we reduce
parsing with TAGs, we have to manipulate objectéf0m the MIN CUT LINEAR ARRANGEMENT prob-
with fan-out two (in the worst case), resulting in time!€M, which is a decision problem over (undirected)
complexity ofO(Jw|6). graphs. Given a graph/ = (V_, E) with set of ver-

We investigate here the case of general LCFREC€SV and set of edge#, alinear arrangement
productions, whose internal structure is considef’ M is & buecnve_ functior, from V' to [n], where
ably more complex than the context-free or the tred’ | = 7 Thecutwidth of M at gapi  [» — 1] and
adjoining case. Optimizing the parsing complexitVith réspect to a linear arrangemenis the number
for a production means finding a parsing strateg§) €dges crossing the gap betweenittievertex and
that results in minimum space or time complexity. 'tS SUCcessor:

We now turn the above optimization problems
into decision problems. In the M SPACE STRAT-  cw(M, h,i) = |[{(u,v) € E|h(u) <i < h(v)}.
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D: A— g(H7A17A27A37A4)

g(<xH,€1 ’ $H7€27‘TH7637$H,€4>7 <xA1,617lv TAyer,r LAesl xA17€3,7“>v <xA2,617lv LAzer,r) L Agea,ly xA2762,7“>v
<xA3,627lv LAsz,ea,m) LAgze3,l) LAsz,ez,rs LAz,eq,ls xA3,647T>7 <$A4764,l’ xA4764,7”>) =

( LA,e1,lTAze1 I UH,e1 X Ay,e1,r L Asser,ry LAgen,lL Az ea, l¥H,ea L Az,ea,r L Az,ea,rs
L A,e3,lTAs,e3,lCH,es X Ay,e3,r L As,ez,ry L Az,eq 1T Ay eq,lUH,e4 X Az eq,rL Ay eq,r )

Figure 3: The construction used to prove Theorem 1 build& @€RS productiorp shown, when given as input the
graph of Figure 2.

The cutwidth ofM is then defined as g(tm,ta,, ..., ta,) = (0aa,...,aq). Herety is the

. . tuple of variables fo# and eaclt4,, i € [n], is the

cw(M) = mn z-?ﬁi’i] cw(M,h, ). tuple of variables ford;. Each stringy;, i € [q], is
specified as follows. Let; andv; be the endpoints

Inthe MIN CUT LINEAR ARRANGEMENTproblem . .
P ' of ¢;, with v, v, € V ands < ¢. We define

one is given as input a grapil and an integek, and
must decide whetherw (M) < k. This problem has
been shown to be NP-complete (Gauvril, 1977).
Theorem 1 The MIN SPACE STRATEGY problem Observe that whenever edggimpinges on vertex

restricted to head-driven parsing strategies is NP- V> then the left and right strings generated Ay
complete. and associated with; wrap around the string gen-
erated byH and associated with the same edge. Fi-

PrROOF We start with the NP-hardness part. Letnally, we set’ — g + k.

Qi = TAgeilTAse;lVH,eilAs,e,rL Agyeq,r

M = (V,E) and k be an input instance for _ ' _
MIN CUT LINEAR ARRANGEMENT, and letV = Example 4 Given the input graph of Figure 2, our
{v1,...,v,} and E = {ey,...,e,}. We assume reduction constructs the LCFRS production shown

there are no self loops it/ since these loops do not in Figu_re 3._Figure 4 gives_a visualization of how the
affect the value of the cutwidth and can therefore bePans in this production fit together. For each edge
removed. We construct an LCFRS productipand " the graph of Figure 2, we have a group of five

an integert’ as follows. spans in the production: one for the head nontermi-
Productiorp has a head nontermin&l and anon- nal, and two spans for each of the two nonterminals
head nonterminall; for each vertex; € V. We let  corresponding to the edge’s endpoints. o

H generate tuples with a string component for each Assume now some head-driven parsing strategy
edgee; € E. Thus, we havef(H) = g. Accord- = for p. For eachi € [n], we defineD to be the
ingly, we use variables ., for eache; € E, to partial parse obtained after stepn w, consisting
denote the string components in tuples generated by the merge of nonterminaldl, A, ..., Ax)-
H. Consider some edgg = (vs, v¢). We observe that

For eachv; € V, let E(v;) C E be the set of foranyD7 that includes or excludes both nontermi-
edges impinging ony; thus |E(v;)| is the degree nals A, and A;, thea; component in the definition
of v;. We let A; generate a tuple with two string of p is associated with a single string, and therefore
components for each; € E(v;). Thus, we have contributes with a single unit to the fan-out of the
f(A4;) = 2 |E(v;)|. Accordingly, we use variables partial parse. On the other hand/if" includes only
Tae;0 ANd g, ., fOr eache; € E(v;), to de- one nonterminal betweet, andA4;, thea; compo-
note the string components in tuples generated ment is associated with two strings and contributes
A; (here subscriptg and r indicate left and right with two units to the fan-out of the partial parse.
positions, respectively; see below). We can associate with a linear arrangemerit,

We setr(p) = n + 1 and f(p) = ¢, and of M by letting hr(v.;) = 4, for eachv; € V.
definep by A — g¢g(H, A, As,..., Ay,), with  From the above observation on the fan-outZ#f,
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XA1,e1,XAze1,l XH,eqr XAj,e1,XAy,e1,r XAz,e2,XAz,e2,] XH,ep XAz,e0,/ A3z e0,r XAq,e3,1XAz,e3,] XH,e3 XAj,e3,/ A3z e3,r XAsz.e4,XAg,eq,] XH,eq XA3,e4,Ag,e4,r
H — — — —
A — — — —
Az —_ —_ —_— —_
As — — — — — —
Aq — —

Figure 4: A visualization of how the spans for each nonteainfit together in the left-to-right order defined by the
production of Figure 3.

we have the following relation, for eveiyc [n—1]:  In the MoDIFIED CUTWIDTH problem one is given
i . as input a graph\/ and an integerk, and must
f(D7) = g+ cwM, he,i) . decide whethermcw(M) < k. The MODIFIED

CuTwIDTH problem has been shown to be NP-
complete by Lengauer (1981). We strengthen this
result below; recall that a cubic graph is a graph
without self loops where each vertex has degree
three.

We can then conclude thaf, & is a positive instance
of MIN CuT LINEAR ARRANGEMENT if and only
if p, k' is a positive instance of Mi SPACE STRAT-
EGY. This proves that M\ SPACE STRATEGY is
NP-hard.

To show that MN SPACE STRATEGY is in NP, Lemmal The MoDIFIED CUTWIDTH problem re-
consider a nondeterministic algorithm that, given aftricted to cubic graphsis NP-complete.
LCFRS productiorp and an integelk, guesses a Proor The MoDIFIED CUTWIDTH problem has
parsing strategy for p, and tests whethef(D) <  been shown to be NP-complete when restricted to
k for eachi € [n]. The algorithm accepts or I‘ejeC'[Sgraphs of maximum degree three by Makedon et al.
accordingly. Such an algorithm can clearly be im{1985), reducing from a graph problem known as
plemented to run in polynomial time. m bisection width (see also Monien and Sudborough

We now turn to the NN TIME STRATEGY prob-  (1988)). Specifically, the authors construct a graph
lem, restricted to head-driven parsing strategies. R&¥ of maximum degree three and an integéfrom
call that we are now concerned with the quantitn input grapt = (V, £) with an even numben
f1 + fo + f, wheref; is the fan-out of some partial of vertices and an integét such thaincw(G’) < ¥/
parseD, f2 is the fan-out of a nonterminm, andf if and Only if thebisection width bU)(G) of G is not
is the fan out of the partial parse resulting from th@reater thark, where
merge of the two previous analyses. .
We need to introduce the &IFIED CUTWIDTH bw(G) = A%ISV {(w,v) € EJuc Anv e Bl
roblem, which is a variant of the M CuT LIN- _
P with AN B =0, AUB =V, and|A| = | B|.

EAR ARRANGEMENT problem. LetM = (V, F) be .
P (V. E) The graph’ has vertices of degree two and three

some graph withV| = n, and leth be a linear ar- o L .
rangement for\/. Themodified cutwidth of M at °T"y' anditis based on agrld-hkelz gadg%(tr, c)i see
Figure 5. For each vertex @f, G’ includes a com-

ositioni € and with respect ta is the number
P i €nl P ponentR(2n?, 8n* +8). Moreover,G’ has a compo-

of edges crossing over thh vertex: nent called arf{-shaped graph, containing left and
mew(M, h,i) = |{(u,v) € E|h(u) < i < h(v)}. right columnsR(3n*, 12n* + 12) connected by a
middle barR(2n*, 12n* + 9); see Figure 6. From
The modified cutwidth of\/ is defined as each of then vertex components there is a sheaf of
) . 2n? edges connecting distinct degree 2 vertices in
mew (M) = min el mew(M, h, i) . the component t@n? distinct degree 2 vertices in
455



T2

Lol 71

Figure 5: TheR(5,10) component (left), the modification of its degree 2 veriefmiddle), and the corresponding
arrangement (right).

the middle bar of theZ-shaped graph. Finally, for 2n* + n3 + n?, an increase by 2 is still smaller than
each edgéduv;, v;) of G there is an edge i’ con- the maximum modified cutwidth of the entire graph,
necting a degree 2 vertex in the component corravhich is3n* + O(n?).
sponding to the vertex; with a degree 2 vertex in
the component corresponding to the vertex The Modifying the middle bar of the H-shaped graph
integerk’ is set to3n* + n3 + k — 1. The vertices of degree 2 of this part of the graph can
Makedon et al. (1985) show that the modified’® modified as in the previous paragraph. Indeed, in
cutwidth of R(r,c) is r — 1 wheneverr > 3 and the optimal arrangement, these ver{tices have mod-
¢ > 4r + 8. They also show that an optimal lin- ified cutwidth smaller tharen* + 2n3 4+ n?, and
ear arrangement @&’ has the form depicted in Fig- @n increase by 2 is still smaller than the maximum
ure 6, where half of the vertex components are tgutwidth of the entire graph.

the left of thed -shaped graph and all the other ver-

tex components are to the right. In this arrangemenMOdifying the left/right columns of the H-shaped

the modified cutwidth is attested by the number Ograprl Wi replace the two copies of component
3n*,12n* + 12) with two copies of the new

edges crossing over the vertices in the left and riglﬁ(

4 4 . .
columns of the H-shaped graph, which is equal to cor_npo_nentD(3_n , 24n" 4 16) shown in Figure 7,
which is a cubic graph. In order to prove that rela-

tion (2) still holds, it suffices to show that the modi-
fied cutwidth of the componer®(r, c¢) is still » — 1

. Whenever > 3 andc = 8r + 16.
where~ denotes the number of edges connecting , ,
We first observe that the linear arrangement ob-

vertices to the left with vertices to the right of the | T X
H-shaped graph. Thusw(G) < k if and only if tained by visiting the verfuces dab(r,c) fr_om top tp
mew(G') < K. bottom and from left to right has modlfleq_ cutwidth
r — 1. Let us now prove that, for any partition of the
vertices into two subselg, andV; with V3|, [Va| >
472, there exist at leastdisjoint paths between ver-
Modifying the vertex components All vertices tices ofV; and vertices ol;. To this aim, we dis-
x of degree 2 of the components corresponding tinguish the following three cases.
a vertex inG can be transformed into a vertex of
degree 3 by adding five vertices,..., x5 con- e Any row has (at least) one vertex¥j and one
nected as shown in the middle bar of Figure 5. Ob-  vertex inV5: in this case, it is easy to see there
serve that these five vertices can be positioned in  exist at least disjoint paths between vertices
the arrangement immediately afterin the order of V1 and vertices of%.
x1, T, T5, T3, T4 (S€€ the right part of the figure).
The resulting maximum modified cutwidth can in- e There exist at least ‘mixed’ columns, that is,
crease by2 in correspondence of vertex. Since columns with (at least) one vertex¥ and one
the vertices of these components, in the optimal vertex inV5. Again, it is easy to see that there
arrangement, have modified cutwidth smaller than  exist at least- disjoint paths between vertices
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3n4—1—|—22n2+7:3n4+n3+7—1 (2)

All we need to show now is how to modify the
components of’ in order to make it cubic.



Figure 6: The optimal arrangement@Gf.

of V4 and vertices of/; (at least one path every

three columns). TJTLTLTL

e The previous two cases do not apply. Hence,
there exists a row entirely formed by vertices
of V1 (or, equivalently, ofi;). The worst case Figure 7: TheD(5,10) component.
is when this row is the smallest one, that is, the

one withw 1+ 1 = 4r + 7 vertices. Since

- We can now reduce from the &bIFIED
at most3r — 1 columns are mixed, we have o1y o1 problem for cubic graphs to the M

_ 9.2
that a_t most(3r — 1)(r — 2) = _ST -t TIME STRATEGY problem restricted to head-driven
2 vertices ofV, are on these mixed COlumnS'parsing strategies.

Since|V,| > 4r2?, this implies that at least
columns are fully contained ivi,. On the other Theorem 2 The MIN TIME STRATEGY problemre-
hand, at leastr+7— (3r—1) = r+8 columns stricted to head-driven parsing strategies is NP-
are fully contained inv;. If the Vi-columns Complete.

interleave with thé’%-columns, then there exist PROOF We consider hardness first. Laf and k
atleast(r —1) disjoint paths between verticespe an input instance of the dIFIED CUTWIDTH
of V1 and vertices o¥5. Otherwise, all thé/1i-  yroplem restricted to cubic graphs, wheké =
columns precede or follow all th&;-columns (V,E) andV = {v1,...,0,}. We construct an
(this corresponds to the optimal arrangement): cERS production exactly as in the proof of The-

in this case, there anredisjoint paths between 5rem 1. with rhs nonterminal&l Al ... A, We
vertices ofl; and vertices of/. alsoset’ =2-k+2-|E|+9.

Assume now some head-driven parsing strategy
Observe now that any linear arrangement partitiong, p. After parsing stei € [n], we have a partial
the set of vertices i) (, ) into the setd/;, consist-  parseD™ consisting of the merge of nonterminals
ing of the first4r? vertices in the arrangement, andH7 Ar(1)s- - Aniy. We write te(p, 7, 1) to denote
Vo, consisting of all the remaining vertices. Sincghe exponent of the time complexity due to step
there are- disjoint paths connectintf; andV, there  As already mentioned, this quantity is defined as the
must be at least—1 edges passing over every vertexsym of the fan-out of the two antecedents involved

in the arrangement which is assigned to a positiof the parsing step and the fan-out of its result:
between the4r2? + 1)-th and the positiorr? + 1

from the right end of the arrangement: thus, the te(p,mi) = f(DIy)+ f(Ar) + F(DF) .
modified cutwidth of any linear arrangement of the
vertices ofD(r, ¢) is at least — 1. Again, we associate with a linear arrangement

We can then conclude that the original proof,of M by letting hr(vn()) = i, for eachy; € V.
of Makedon et al. (1985) still applies, according toAs in the proof of Theorem 1, the fan-out @i7
relation (2). m s then related to the cutwidth of the linear arrange-
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menth, of M at positioni by to parsers with discontinuous spans. However, there

aren! possible head-driven strategies for an LCFRS

f(D7) = |E|+cw(M, hz,i) . production with a head and modifiers. Choosing

among these possible strategies affects both the time
and the space complexity of parsing. In this paper
we have shown that optimizing the choice according
to either metric is NP-hard. To our knowledge, our
results are the first NP-hardness results for a gram-
mar factorization problem.

SCFGs and STAGs are specific instances of
LCFRSs. Grammar factorization for synchronous

The following general relation between cutwidthMOdels is an important component of current ma-

From the proof of Theorem 1, the fan-out of nonter
minal A, ; is twice the degree of vertex.;, de-
noted by|E(v.(;))|- We can then rewrite the above
equation in terms of our grapt/:

te(p,m,i) =2 |E| 4+ cw(M, hy,i — 1) +
+2- |E(U7r(z))| + CU}(M, hﬂvi) .

and modified cutwidth is rather intuitive: chine translation systems (Zhang et al., 2006), and
algorithms for factorization have been studied by

mew(M, by, i) = 1 [cw(M, hyyi— 1) + Gildea et al. (2006) for SCFGs and by Nesson et al.
2 (2008) for STAGs. These algorithms do not result

— [E(vr@)| + cw(M, hr, 1)) . in what we refer as head-driven strategies, although,

as machine translation systems improve, lexicalized
rules may become important in this setting as well.
te(p,mi) = 2-|E|+3- |B(vg)] + However, the results we have presented' in this pa-
per do not carry over to the above mentioned syn-
chronous models, since the fan-out of these models
is bounded by two, while in our reductions in Sec-
tion 3 we freely use unbounded values for this pa-
rameter. Thus the computational complexity of opti-
te(p,m,i) = 2-|E|+9+2 mew(M, hy,i) . _mizi_ng the choice of the parsing strategy for SCFGs
is still an open problem.
We can thus conclude that there exists a head-drivenFinally, our results for LCFRSs only apply when

parsing strategy fop with time complexity not we restrict ourselves to head-driven strategies. This
greater thar® - |[E| + 9 + 2 -k = k' if and only s in contrast to the findings of Gildea (2011), which
if mew(M) < k. show that, for unrestricted parsing strategies, a poly-
The membership of MDIFIED CUTWIDTH in NP nomial time algorithm for minimizing parsing com-
follows from an argument similar to the one in theplexity would imply an improved approximation al-
proof of Theorem 1. m gorithm for finding the treewidth of general graphs.

We have established the NP-completeness of bofur result is stronger, in that it shows strict NP-
the MIN SPACE STRATEGY and the MN Time hardness, but also weaker, in that it applies only to
STRATEGY decision problems. It is now easy to sedead-driven strategies. Whether NP-hardness can be
that the problem of finding a space- or time-optima$h°W” for unrestricted parsing strategies is an im-
parsing strategy for a LCFRS production is NP-har@ortant question for future work.
as well, and thus cannot be solved in polynomial (de-
terministic) time unless P = NP.

Combining the two equations above we obtain:

+2-mecw(M, hy,i) .

Because we are restricting to the class of cubic
graphs, we can write:
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