A study of Information Retrieval weighting schemesfor sentiment analysis
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Abstract

Most sentiment analysis approaches use as
baseline a support vector machines (SVM)
classifier with binary unigram weights.
In this paper, we explore whether more
sophisticated feature weighting schemes
from Information Retrieval can enhance
classification accuracy. We show that vari-
ants of the classi¢f.idf scheme adapted
to sentiment analysis provide significant
increases in accuracy, especially when us-
ing a sublinear function for term frequency
weights and document frequency smooth-
ing. The techniques are tested on a wide
selection of data sets and produce the best
accuracy to our knowledge.
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Most of the work in sentiment analysis has fo-
cused on supervised learning techniques (Sebas-
tiani, 2002), although there are some notable ex-
ceptions (Turney, 2002; Lin and He, 2009). Pre-
vious research has shown that in general the per-
formance of the former tend to be superior to that
of the latter (Mullen and Collier, 2004; Lin and
He, 2009). One of the main issues for supervised
approaches has been the representation of docu-
ments. Usually d&ag of wordsrepresentation is
adopted, according to which a document is mod-
eled as an unordered collection of the words that
it contains. Early research by Pang et al. (2002) in
sentiment analysis showed that a binary unigram-
based representation of documents, according to
which a document is modeled only by the pres-
ence or absence of words, provides the best base-
line classification accuracy in sentiment analysis

The increase of user-generated content on the we comparison to other more intricate representa-
in the form of reviews, blogs, social networks, tions using bigrams, adjectives, etc.

tweets, fora, etc.

has resulted in an environ-

Later research has focused on extending the

ment where everyone can publicly express theiflocument representation with more complex fea-
opinion about events, products or people. Thigures such as structural or syntactic informa-
wealth of information is potentially of vital im- tion (Wilson et al., 2005), favorability mea-
portance to institutions and companies, providingsures from diverse sources (Mullen and Collier,
them with ways to research their consumers, mank004), implicit syntactic indicators (Greene and
age their reputations and identify new opportuni-Resnik, 2009), stylistic and syntactic feature selec-
ties. Wright (2009) claims that “for many busi- tion (Abbasi et al., 2008), “annotator rationales”
nesses, online opinion has turned into a kind ofZaidan et al., 2007) and others, but no systematic
virtual currency that can make or break a producstudy has been presented exploring the benefits of
in the marketplace”.
Sentiment analysis, also known as opinion mining weights to word features.

ing, provides mechanisms and techniques through In this paper, we examine whether term weight-

employing more sophisticated models for assign-

which this vast amount of information can be pro-ing functions adopted from Information Retrieval
cessed and harnessed. Research in the field h@R) based on the standarnd.idf formula and
mainly, but not exclusively, focused in two sub- adapted to the particular setting of sentiment anal-
problems: detecting whether a segment of text, eiysis can help classification accuracy. We demon-
ther a whole document or a sentence, is subjectivstrate that variants of the originaf.idf weighting

or objective, i.e. contains an expression of opinscheme provide significant increases in classifica-
ion, and detecting the overall polarity of the text, tion performance. The advantages of the approach
i.e. positive or negative. are that it is intuitive, computationally efficient
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and doesn't require additional human annotatiora Naive Bayes baseline using the whole text but
or external sources. Experiments conducted on anly slight increase compared to using a SVM
number of publicly available data sets improve onclassifier on the entire document.

the previous state-of-the art. Mullen and Collier (2004) used SVMs and ex-

The next section provides an overview of rel-panded the feature set for representing documents
evant work in sentiment analysis. In section 3with favorability measures from a variety of di-
we provide a brief overview of the originaf.idf  verse sources. They introduced features based on
weighting scheme along with a number of variantsOsgood’s Theory of Semantic Differentiation (Os-
and show how they can be applied to a classificagood, 1967) using WordNet to derive the values
tion scenario. Section 4 describes the corpora thaif potency, activity and evaluative of adjectives
were used to test the proposed weighting schemegnd Turney’s semantic orientation (Turney, 2002).
and section 5 discusses the results. Finally, w&heir results showed that using teybrid SVM
conclude and propose future work in section 6.  classifier, that uses as features the distance of doc-

uments from the separating hyperplane, with all

2 Prior Work the above features produces the best results.

Sentiment analysis has been a popular research Wh‘te'?‘W et'al. (2,005) added fine-graine_d se-
topic in recent years. Most of the work has fo- Mantic distinctions in the feature set. Their ap-

cused on analyzing the content of movie or genproach. was basgd on a lexicon created in a semi-
eral product reviews, but there are also applica-SUpe_rV'S&d fash|on_ an_d then man_ually r_e.fmed It
tions to other domains such as debates (Thomas gpnsists of 1329 adjectives and their modifiers cat-
al., 2006: Lin et al., 2006), news (Devitt and Ah- egorized under several taxonomies of appraisal at-
mad, 2007) and blogs (Ounis et al., 2008; Mishnetributes based on Martin and White's Appraisal

2005). The book of Pang and Lee (2008) presentlsrhefory (2005). They _combined the produced ap-
a thorough overview of the research in the field.pralsal groups with unigram-based document rep-

This section presents the most relevant work. resentations as features to a Support Vector Ma-

Pang et al. (2002) conducted early polarityChme classifier (Witten and Frank, 1999), result-

o . . . ing in significant increases in accuracy.
classification of reviews using supervised ap-

proaches. They employed Support Vector Ma- Zaidan et al. (2007) introduced “annotator ra-
chines (SVMs), Naive Bayes and Maximum Enp-tionales”, i.e. words or phrases that explain the
tropy classifiers using a diverse set of featuresPolarity of the document according to human an-
such as unigrams, bigrams, binary and term frel0tators. By deleting rationale text spans from the
quency feature weights and others. They con®riginal documents they created sevemahtra}gt
cluded that sentiment classification is more dif-documents and constrained the SVM classifier to
ficult that standard topic-based classification andlassify them less confidently than the originals.
that using a SVM classifier with binary unigram- Using the largest training set size, their approach
based features produces the best results. significantly increased the accuracy on a standard

A subsequent innovation was the detection andata Set (see section 4).
removal of the objective parts of documents and Prabowo and Thelwall (2009) proposechy-
the application of a polarity classifier on the restbrid classification process by combining in se-
(Pang and Lee, 2004). This exploited text coherduence several ruled-based classifiers with a SVM
ence with adjacent text spans which were assumeglassifier. The former were based on the Gen-
to belong to the same subjectivity or objectivity €ral Inquirer lexicon (Wilson et al., 2005), the
class. Documents were represented as graphs witiontyLingua part-of-speech tagger (Liu, 2004)
sentences as nodes and association scores betwe¥l§l co-occurrence statistics of words with a set
them as edges. Two additional nodes represente?f predefined reference words. Their experiments
the subjective and objective poles. The weight$howed that combining multiple classifiers can
between the nodes were calculated using three difesult in better effectiveness than any individual
ferent, heuristic decaying functions. Finding a par-classifier, especially when sufficient training data
tition that minimized a cost function separated thesn't available.
objective from the subjective sentences. They re- In contrast to machine learning approaches
ported a statistically significant improvement overthat require labeled corpora for training, Lin and
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He (2009) proposed an unsupervised probabilis3.1 The classic tf.idf weighting schemes

tic modeling framework, based on Latent Dirich—-l-he classict f.idf formula assigns weighty; to
let Allocation (LDA). _The approac_h assumes that,om i in documentD as:

documents are a mixture of topics, i.e. proba-
bility distribution of words, according to which
each document is generated through an hierarchi-
cal process and adds an extra sentiment layer to _ _ _
accommodate the opinionated nature (positive of/heretfi is the number of times termoccurs in
negative) of the document. Their best attained perl» ¢dfi IS theinverse document frequenoy term
formance, using a filtered subjectivity lexicon and® /Y IS the total number of documents adf] is
removing objective sentences in a manner similafn® number of documents that contain term

to Pang and Lee (2004), is only slightly lower than ~ The utilization oftf; in classification is rather
that of a fully-supervised approach. straightforward and intuitive but, as previously
discussed, usually results in decreased accuracy
in sentiment analysis. On the other hand, using
idf to assign weights to features is less intuitive,
since it only provides information about the gen-
eral distribution of termi amongst documents of
all classes, without providing any additional evi-
dence of class preference. The utilization:gf

We use the terms *features”, “words” and “terms” i information retrieval is based on its ability to
interchangeably in this paper, since we mainly fo-gjstinguish between content-bearing words (words
cus on unigrams. The approach nonetheless capitn some semantical meaning) and simple func-

easily be extended to higher order n-grams. Eacfion words, but this behavior is at least ambiguous
documentD therefore is represented as a bag-ofy, ¢jassification.

w; =tf; - idf; =tf; 1)

3 A study of non-binary weights

words feature vector:D = {wi,wa,...,wyy|
where|V| is the size of the vocabulary (i.e. the _ , .
number of unique words) and;, i — 1,....|V]| Table 1: SMART notation foterm frequencyari-

ants.max;(tf) is the maximum frequency of any
term in the document andvg_dl is the average

Despite the significant attention that sentimenfiumber of terms in all the documents. For ease of
analysis has received in recent years, the best ateference, we also include the BM2p scheme.
curacy without using complex features (Mullen Thek; andb parameters of BM25 are set to their
and Collier, 2004; Whitelaw et al., 2005) or ad- default values ofl.2 and0.95 respectively (Jones
ditional human annotations (Zaidan et al., 2007) it al., 2000).

is the weight of term in documentD.

achieved by employing a binary weighting scheme __Notation Term frequency
(Pang et al., 2002), where; = 1,if tf; > 0 and n (natural) tf
w; = 0,if tf; = 0, wheretf; is the number of | | (logarithm) 1 +log(tf)
times that term appears in documerd (hence- | a (augmented) 0.5 + %
forth raw term frequengyand utilizing a SVM 1, tf>0
classifier. It is of particular interest that using b (boolean) 0, otherwise
in the document representation usually results in | (jog ave) - 11log(t]f)
decreased accuracy, a result that appears to be s tlog(avgdi)
(k1+1)-tf
contrast with topic classification (Mccallum and| © (BM25) k1<(1_b) IR ) Stf
avg-

Nigam, 1998; Pang et al., 2002).

In this paper, we also utilize SVMs but our _
study is centered on whether more sophisticate&‘2 Delta tf.idf
than binary or raw term frequency weighting func- Martineau and Finin (2009) provide a solution to
tions can improve classification accuracy. Wethe above issue atif utilization in a classification
base our approach on the classicidf weighting  scenario by localizing the estimation @if to the
scheme from Information Retrieval (IR) and adaptdocuments of one or the other class and subtract-
it to the domain of sentiment classification. ing the two values. Therefore, the weight of term
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Table 2: SMART notation foinverse document 33 SMART and BM251f.idf variants
frequencyvariants. For ease of reference we alsol he SMART retrieval system by Salton (1971) is
include the BM25idf factor and also present the @ retrieval system based on the vector space model
extensions of the original formulations with their (Salton and McGill, 1986). Salton and Buckley

A variants. (1987) provide a number of variants of thgidf
Notation Inverse Document Fre- weighting approach and present tB®IART nota-
qguency tion schemgaccording to which each weighting
n (no) 1 function is defined by triples of letters; the first
t (idf) log% one denotes the term frequency factor, the sec-
p (prob idf) logNd‘fdf ond one corresponds to the inverse document fre-
- N—df+0.5 quency function and the last one declares the nor-
‘ k (BM25 idf) ‘ log 05 malization that is being applied. The upper rows
A(t) (Delta idf) log%;:aj;—f of tables 1, 2 and 3 present the three most com-
A(t") (Delta smoothed log %;agigg monly used weighting functions for each factor re-
idf) spectively. For example, a binary document repre-
A(p) (Delta prob idf) | log Eijvvl(—J\(fifl_)('ide sentation would be equivalent ®M ART .bnnt
; (]\1,1'_0}1),{;};0.5 or more simplybnn, while a simple raw term fre-
A(p') (Delta smoothed log(x,=ir,5.q+0.5 quency based would be notated 5asn or nnc
prob idf) with cosine normalization.
A(k) (Delta BM25 idf) | log {3 —7risyart s

Table 3: SMART normalization.
Notation Normalization

n (none) 1
c (cosine) 1

Vwitwi4. +w?

7 in documentD is estimated as:

N Ny
w; = tfi-lo —tfi-lo o . .
d gz(dfm) 4 92(dfz’,2) Significant research has been done in IR on di-
P Ny -dfio @ verse weighting functions and not all versions of
= i OgQ(dfm : N2> SMART notations are consistent (Manning et al.,

2008). Zobel and Moffat (1998) provide an ex-
haustive study but in this paper, due to space con-

where ; is the total number of training docu- straints, we will follow the concise notation pre-

ments in class; anddf; ; is the number of train- .4 by Singhal et al. (1995).

ing documents in class that contain term. The The BM25 weighting scheme (Robertson et al.,
above weighting scheme was appropriately nameﬁ!994; Robertson et al., 1996) is a probabilistic
Delta tf.idf. model for information retrieval and is one of the
The produced results (Martineau and Finin,most popular and effective algorithms used in in-
2009) show that the approach produces betteformation retrieval. For ease of reference, we in-
results than the simplef or binary weighting corporate the BM25 f and idf factors into the
scheme. Nonetheless, the approach doesn't tal®MART annotation scheme (last row of table 1
into consideration a number of tested notions fromand 4 row of table 2), therefore the weight;
IR, such as the non-linearity of term frequency toof term i in documentD according to the BM25
document relevancy (e.g. Robertson et al. (2004)$cheme is notated &5\ ART.okn or okn.
according to which, the probability of a document Most of thet f weighting functions in SMART
being relevant to a query term is typically sub-and the BM25 model take into consideration the
linear in relation to the number of times a querynon-linearity of document relevance to term fre-
term appears in the document. Additionally, their———— o .
Typically, a weighting function in the SMART system is

approach doesn't prowde any sort of Sm(?Othmgdefined as a pair of triples, i.édd.qqq where the first triple

for the df; ; factor and is therefore susceptible tocorresponds to the document representation and the second

errors in corpora where a term occurs in docudo the query representation. In the context that the SMART
annotation is used here, we will use the prefix/ ART for

ments of only one or the other class and tl’":"re}cor?ne first part and a triple for the document representation in

df; ;= 0. the second part, i.6§ M ART.ddd, or more simplyddd.
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guency and thus emplay factors that scale sub- above formulation would imply (see table 2). The
linearly in relation to term frequency. Addition- above variation was made for two reasons: firstly,
ally, the BM25t¢ f variant also incorporates a scal- when thedf;’s are larger thari then the smooth-
ing for the length of the document, taking into con-ing factor influences the finaltlf value only in a
sideration that longer documents will by definition minor way in the revised formulation, since it is
have more term occurencesEffective weighting added only after the multiplication of th#; with
functions is a very active research area in infor-NV; (or its variation). Secondly, whelf; = 0, then
mation retrieval and it is outside the scope of thisthe smoothing factor correctly adds only a small
paper to provide an in-depth analysis but signifi-mass, avoiding a potential division by zero, where
cant research can be found in Salton and McGilbtherwise it would add a much greater mass, be-
(1986), Robertson et al. (2004), Manning et al.cause it would be multiplied byv;.

(2008) or Armstrong et al. (2009) for a more re- According to this annotation scheme therefore,
cent study. the original approach by Martineau and Finin
(2009) can be representedr@& (t)n.

We hypothesize that the utilization of sophisti-
cated term weighting functions that have proved
We apply the idea of localizing the estimation effective in information retrieval, thus providing
of idf values to documents of one class but eman indication that they appropriately model the
ploy more sophisticated term weighting functionsdistinctive power of terms to documents and the
adapted from the SMART retrieval system andsmoothed, localized estimation aff values will

the BM25 probabilistic model. The resultindf  prove beneficial in sentiment classification.
weighting functions are presented in the lower part

of table 2. We extend the original SMART anno-
tation scheme by adding Delta] variants of the

3.4 Introducing SMART and BM25 Delta
tf.idf variants

Table 4: Reported accuracies on the Movie Re-
view data set. Only the best reported accuracy for

original idf functions and additionally introduce .
smoothed Delta variants of thdf and theprob each approach is presented, measured by 10-fold
cross validation. The list is not exhaustive and be-

idf factors for completeness and comparative rea- ¢ diff in trainina/testing dat lit
sons, noted by theiaccentedcounterparts. For cause of diferences In training/esting data spiits

example, the weight of termin documentD ac- the results are not directly comparable. It is pro-

cording to theoA(k)n weighting scheme where dll;\ced herﬁ only for reference. "
we employ the BM2% f weighting function and pproac cc.

utilize the difference of class-based BM2§ val- SVM with unigrams & ~binary 87.15%
ues would be calculated as: weights (Pang et al., 2002), reported
at (Pang and Lee, 2004)

w — (ki +1)-tf; -log(Nl —dfia + 0'5) Hybrid SVM with Turney/Osgood 86%
K +tf; dfin +0.5 Lemmas (Mullen and Collier, 2004
(it 1)-tfi Io (Nz —dfi2+ 0.5) SVM with min-cuts (Pang and Lee,87.2%
K+tfi 0 dfa+05 2004)
(k1 +1) - tf; SVM with appraisal groups 90.2%
W (Whitelaw et al., 2005)

(N1 — df;1 +0.5) - (dfs 2 + 0.5) SVM with log likehood ratio feature 90.45%
! - - selection (Aue and Gamon, 2005

(N2 — dfin + 0.5) - (dfi1 + 0.5) n ( non, 2005)
’ ’ SVM with annotator rationales 92.2%

where K is defined as:; ((1 —b)+b. 4 ) (Zaidan et al., 2007)

avg-dl - - - - -
However, we used a minor variation of the abovd -DA With filtered lexicon, subjectiv- 84.6%
ity detection (Lin and He, 2009)

formulation for all the finalaccentedweighting
functions in which the smoothing factor is added
to the product ofif; with N; (or its variation for The approach is straightforward, intuitive, com-
A(p') andA(k)), rather than to théf; alone as the putationally efficient, doesn’t require additional
— , o human effort and takes into consideration stan-
We deliberately didn’t extract the normalization compo- dardized d d . f IR. Th

nent from the BM2% f variant, as that would unnecessarily ardized an &ﬂe QMDHS rom : e re-
complicate the notation. sults presented in section 5 show that a number
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of weighting functions solidly outperform other ties X, which may be people, companies, films
state-of-the-art approaches. In the next section, wetc. The results are given to human assessors who
present the corpora that were used to study the efhen judge the content of the webpages (i.e. blog

fectiveness of different weighting schemes. post and comments) and assign each webpage a
. score: “1” if the document contains relevant, fac-
4 Experimental setup tual information about the entity but no expression

We have experimented with a number of publicIyOf_ opinion, 2" it _the document contal_ns an ?X,_,
plicit negative opinion towards the entity and “4

available data sets. is the d t contai licit " )
The movie review dataset by Pang et al. (2002js € document contains an explicit positive opin-
lon towards the entity. We used the produced as-

has been used extensively in the past by a numbe .
essments from all 3 years of the conference in our

of researchers (see Table 4), presenting the oppo?— o . ;
- . data set, resulting in 150 different entity searches

tunity to compare the produced results with pre- ' . .
y P P P d, after duplicate removal, 7,930 negative docu-

vious approaches. The dataset comprises 2,00’5' ) ) o
movie reviews, equally divided between positivememS (1.e. having an assessment of "2”) and 9,968

and negative, extracted from the Internet Movie'OOSitive documents (i.e. having an assessment of

Databasg archive of therec.arts.movies.reviews [;1' ) Vr\;hlﬁ? w::'re l;Sne(: ?S dth? ﬂ?dg sta;de;:i[al vel
newsgroup. In order to avoid reviewer bias, only ocuments are annotated at the doctiment-ievel,

20 reviews per author were kept, resulting in ato_rather than at the post level, making this data set

tal of 312 reviewer& The best attained accuracies somewhat noisy. Additionally, the data set is par-

by previous research on the specific data are pret'—CUIarIy large compared to the other ones, making

sented in table 4. We do not claim that those re_.classmcatlon especially challenging and interest-

sults are directly comparable to ours, because a9 More information about all data sets can be
ound at table 5.

potential subtle differences in tokenization, classi- We h keot th : f the d
fier implementations etc, but we present them here € have kept the pre-processing of the docu-
for reference ments to a minimum. Thus, we have lower-cased

The Multi-Domain Sentiment data set (MDSD) ?!ﬂggifgg;&mwsgdzlL?L;nCtﬁ:;liTe?;j:nvivf h?/\\/;:
by Blitzer et al. (2007) contains Amazon reviews P - g

for four different product types: books, electron—have also refrained from removing words with

ics, DVDs and kitchen appliances. Reviews WithIOW or high occurrence. Additionally, for the
: . BLOGSO06 data set, we have removed all html for-
ratings of 3 or higher, on a 5-scale system, Weremattin
labeled as positive and reviews with a rating less 9. . .
We utilize the implementation of a support vec-

th tive. Th t t tains 1 oo .
ar.1'3 as negative € da a set contains ’Oot%r classifier from the.IBLINEARIibrary (Fan et
positive and 1,000 negative reviews for each prod-

uct category for a total of 8,000 reviews. Typically, al., 2008). We use a linear kernel and default

. . , ) aoarameters. All results are based on leave-one
the data set is used for domain adaptation applicd- L .
: : : . . out cross validation accuracy. The reason for this
tions but in our setting we only split the reviews

" choice of cross-validation setting, instead of the
between positive and negative most standard ten-fold, is that all of the proposed
Lastly, we present results from the BLOGS06 ' prop

(Macdonald and Ounis, 2006) collection that isapproaches that use some formidf utilize the

. raining documents for extracting document fre-
comprised of an uncompressed 148GB crawl o I . o
. ) . guency statistics, therefore more information is
approximately 100,000 blogs and their respective’ . L . .
i available to them in this experimental setting.
RSS feeds. The collection has been used for 3 con- . . :
Because of the high number of possible combi-

secutive years by the Text REtrieval Conferences .
years by nations betweetyf andidf variants ¢-9-2 = 108)
(TRECY. Participants of the conference are pro- .
. . - : and due to space constraints we only present re-
vided with the task of finding documents (i.e. web .
ages) expressing an opinion about specific ent|S-UItS from a subset of the most representative com-
P binations. Generally, we'll use the cosine nor-
*http://www.imdb.com malized variants of unsmoothed delta weighting

*The dataset can be found at: http://www.cs.comnell.eduschemes, since they perform better than their un-
People/pabo/movie-review-data/revigalarity.tar.gz.

°The data set can be found at http://www.cs.jhu.edu/ "More information about the data set, as well as in-
mdredze/datasets/sentiment/ formation on how it can be obtained can be found at:

Shttp://www.trec.nist.gov http://ir.dcs.gla.ac.uk/testollections/blogs06info.html
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Table 5: Statistics about the data sets used.

Data set #Documents| #Terms #Unique | Average #Terms
Terms per Document

Movie Reviews 2,000 1,336,883 | 39,399 668
Multi-Domain Sentiment 8,000 1,741,085 | 455,943 | 217
Dataset (MDSD)
BLOGSO06 17,898 51,252,850| 367,899 | 2,832
99% 1 05 80% 96.55% 96.90% 96.50% 96.60%

94% + 91.60%

88.20% 88.45% g7 gs0, 88.25%

2094 - 87.85% 87 50% 87.90%

84% -

79% A

Figure 1: Reported accuracy on the Movie Review data set.

normalized counterparts. We'll avoid using nor-tains an accuracy &6.6% in comparison tat'c's
malization for the smoothed versions, in order t088.25%, although the simplewt’c is again as ef-
focus our attention on the results of smoothingfective than the BM25%f (ot'c), which performs at

rather than normalization. 88%. The actuaidf weighting function is of some
importance, e.got’c (88%) vs. okc (87.65%) and

5 Results ake (88%) vs. at’c (88.25%), with simpleridf fac-
tors performing similarly, although slightly better

Results for the Movie Reviews, Multi-Domain than BM25
Sentiment Dataset and BLOGSO06 corpora are re- A _ ,
Introducing smoothed, localized variantsidf

ported in figures 1, 2 and 3 respectively. . oeal
On the Movie Review data set, the results re-2Nd scaled or binaryf weighting schemes pro-
duces significant advantages. In this setting,

confirm that using binary feature$n() is bet- _ 8

ter than raw term frequencyific) (83.40%) fea- smoothmg/ plays a role, e.gnA(t)c® (91.60%)
tures. For reference, in this setting the unnor¥s: ”Ast )n (95.80%) 'and al(p)e (92.80%)
malized vector using the rawf approachgnn) VS A1 (96.55%), since we can expect zero
performs similar to the normalizedic) (83.40%  Cclass-based estimations aif values, supporting
vs. 83.60%), the former not present in the graph. 4 |n|t|_al hypothesis on its |mpqrtance. A(_jdltlon—
Nonetheless, using any scalefiweighting func-  allY, usingaugmentedBM25 or binaryt f weights
tion (anc or onc) performs as well as the binary 'S @ways better than raw term frequency, pro-

approach §7.90% and87.50% respectively). Of Yiding fyrther support' on the _advantaggs of us-
interest is the fact that although the BM2Balgo- N9 sublineart f weighting functpn%. In this set-
rithm has proved much more successful in IR, thdNd: the best accuracy 66.90% is attained using

same doesn't apply in this setting and its accuracpM25 t.f weights with the BM25 deltédf variant,
is similar to the simpleaugmented thpproach,  @lthough binary oraugmentedtf weights using

Incorporating un-localized variants aff (mid-

dle graph section) produces only small increases 8Th(_e qrigilnaIDeIta.t.f.idf by Martinea_u and Finin (2009)
has a limitation of utilizing features witdf > 2. In our

in af:curacy' Smoothing also doesn't provide anyexperiments it performed similarly t@A (¢)n (90.60%) but
particular advantage, e.ghtc (88.20%) vs. bt'c  still lower than thecosine normalized variantnA(t)c in-

(88.45%), since no zeradf values are present, cluded in the graphtl.60%).
Although not present in the graph, for completeness rea-

A_gam’ using more sophisticated functions pro- sons it should be noted th&f(s)n and LA(s)n also per-
vides an advantage over raiyf, e.g. nt'c at-  form very well, both reaching accuracies of appro&%.
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89% { 86.96% g 140, 87-23% 87.16%
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I VR - I
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Figure 2: Reported accuracy on the Multi-Domain Sentimeta det.

deltaidf perform similarly 06.50% and96.60% Lastly, we present results on the BLOGS06
respectively). The results indicate that thfeand dataset in figure 3. As previously noted, this data
theidf factor themselves aren’t of significant im- set is particularly noisy, because it has been an-
portance, as long as the former are scaled and theotated at the document-level rather than the post-
latter smoothed in some manner. For examplelevel and as a result, the differences aren’t as pro-
aA(p')n vs. aA(t")n perform quite similarly. found as in the previous corpora, although they

The results from the Multi-Domain Sentiment do follow the same patterns. Focusing on the
data set (figure 2) largely agree with the find-deltaidf variants, the importance of smoothing
ings on the Movie Review data set, providing abecomes apparent, €.gA(p)c vs. aA(p')n and
strong indication that the approach isn't limited 2A(t)c vs. nA(t')n. Additionally, because of the
to a specific domain. Binary weights outperformfact that documents tend to be more verbose in
raw term frequencyveights and perform similarly this data set, the scaleg' variants also perform
with scaledtf’s. Non-localized variants ofdf  better than the simpleaw tf ones,nA(t')n vs.
weights do provide a small advantage in this dat@A(t')n. Lastly, as previously, the smoothed lo-
set although the actuadf variant isn’t important, calizedidf variants perform better than their un-
e.g. bte, bt'c, andokc all perform similarly. The Smoothed counterparts, e.gA(t)n vs. nA(t')n
utilized ¢ f variant also isn’t important, e.gat’c  andaA(p)cvs. aA(p')n.
(88.39%) vs. bt'c (88.25%).

We fo_cus our_attention on t_heelta z‘_df vari- 5 conclusions
ants which provide the more interesting results.
The importance of smoothing becomes appareq
when comparing the accuracy of\(p)c and its
smoothed variantA(p")n (92.56% vs. 95.6%).
Apart from that, all smoothedelta idf variants
perform very well in this data set, including some-
what surprisingly, nA(t')n which uses rawt f
(94.54%). Considering that the averagg¢ per
document is approx.1.9 in the Movie Review

tn this paper, we presented a study of document
representations for sentiment analysis using term
weighting functions adopted from information re-
trieval and adapted to classification. The pro-
posed weighting schemes were tested on a num-
ber of publicly available datasets and a number
of them repeatedly demonstrated significant in-
creases in accuracy compared to other state-of-the-

data set and.1 in the MDSD, the results can be
) . art approaches. We demonstrated that for accurate
attributed to the fact that words tend to typically S :
classification it is important to use term weight-

appear only once per document in the latter, there- . . . .

Lt . . ing functions that scale sublinearly in relation to
fore minimizing the difference of the weights at- the number of times a term occurs in a document
tributed by differentt f functiong®. The best at-

tained accuracy i96.40% but as the MDSD has a.n.d that document frequency smoothing s a sig-
. . . .__nificant factor.
mainly been used for domain adaptation applica-

tions, there is no clear baseline to compare it with, [N the future we plan to test the proposed
weighting functions in other domains such as topic

For reference, the averagef per document in the classification and additionally extend the approach
BLOGSO06 data set i2.4. to accommodate multi-class classification.
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