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Abstract

To date, few attempts have been made
to develop and validate methods for au-
tomatic evaluation of linguistic quality in
text summarization. We present the first
systematic assessment of several diverse
classes of metrics designed to capture var-
ious aspects of well-written text. We train
and test linguistic quality models on con-
secutive years of NIST evaluation data in
order to show the generality of results. For
grammaticality, the best results come from
a set of syntactic features. Focus, coher-
ence and referential clarity are best evalu-
ated by a class of features measuring local
coherence on the basis of cosine similarity
between sentences, coreference informa-
tion, and summarization specific features.
Our best results are 90% accuracy for pair-
wise comparisons of competing systems
over a test set of several inputs and 70%
for ranking summaries of a specific input.

Introduction

guality and none have been validated on data from
NIST evaluations.

In their pioneering work on automatic evalua-
tion of summary coherence, Lapata and Barzilay
(2005) provide a correlation analysis between hu-
man coherence assessments and (1) semantic re-
latedness between adjacent sentences and (2) mea-
sures that characterize how mentions of the same
entity in different syntactic positions are spread
across adjacent sentences. Several of their models
exhibit a statistically significant agreement with
human ratings and complement each other, yield-
ing an even higher correlation when combined.

Lapata and Barzilay (2005) and Barzilay and
Lapata (2008) both show the effectiveness of
entity-based coherence in evaluating summaries.
However, fewer than five automatic summarizers
were used in these studies. Further, both sets
of experiments perform evaluations of mixed sets
of human-produced and machine-produced sum-
maries, so the results may be influenced by the
ease of discriminating between a human and ma-
chine written summary. Therefore, we believe itis
an open question how well these features predict
the quality of automatically generated summaries.

Efforts for the development of automatic text sum- | this work, we focus on linguistic quality eval-

marizers have focused almost exclusively on imqation for automatic systems onlyWe analyze
proving content selection capabilities of systemspow well different types of features can rank good
ignoring the linguistic quality of the system out- and poor machine-produced summaries. Good
put. Part of the reason for this imbalance is theperformance on this task is the most desired prop-
existence of ROUGE (Lin and Hovy, 2003; Lin, erty of evaluation metrics during system develop-
2004), the system for automatic evaluation of conyent. We begin in Section 2 by reviewing the
tent selection, which allows for frequent evalua-ygrigus aspects of linguistic quality that are rel-
tion during system development and for report-eyant for machine-produced summaries and cur-
ing results of experiments performed outside Ofrently used in manual evaluations. In Section 3,
the annual NIST-led evaluations, the Documentye jntroduce and motivate diverse classes of fea-
Understanding Conference (DUCAnd the Text tyres to capture vocabulary, sentence fluency, and
Analysis Conference (TAC) Few metrics, how- |ocal coherence properties of summaries. We eval-
ever, have been proposed for evaluating linguistiate the predictive power of these linguistic qual-
" ihito://duc.n ity metrics by training and testing models on con-
secutive years of NIST evaluations (data described

http://duc.nist.gov/
2http://www.nist.gov/tac/
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in Section 4). We test the performance of differ- All of the features we investigate can be com-
ent sets of features separately and in combinatioputed automatically directly from text, but some
with each other (Section 5). Results are presentecequire considerable linguistic processing. Several
in Section 6, showing the robustness of each classf our features require a syntactic parse. To extract
and their abilities to reproduce human rankings othese, all summaries were parsed by the Stanford
systems and summaries with high accuracy. parser (Klein and Manning, 2003).

2 Aspects of linguistic quality 3.1 Word choice: language models

We focus on the five aspects of linguistic qual-Psycholinguistic studies have shown that people

ity that were used to evaluate summaries in DUCread frequent words and phrases more quickly

grammaticality, non-redundancy, referential clar(Haberlandt and Graesser, 1985; Just and Carpen-
ity, focus, and structure/coherentefor each of ter, 1987), so the words that appear in a text might

the questions, all summaries were manually rateéhfluence people’s perception of its quality. Lan-

on a scale from 1 to 5, in which 5 is the best. guage models (LM) are a way of computing how
The exact definitions that were provided to thefamiliar a text is to readers using the distribution
human assessors are reproduced below. of words from a large background corpus. Bigram

Grammaticality: The summary should have no datelines, and trigram LMs additionally capture grammati-
system-internal formatting, capitalization errors or iolgly Ca“ty of sentences using properties of local tran-

ungrammatical sentences (e.g., fragments, missing compo-... .
nents) that make the text difficult to read. sitions between words. For this reason, LMs are

Non-redundancy: There should be no unnecessary repeti-W'dEIY used in appllcatlon_s such as gengratlon and
tion in the summary. Unnecessary repetition might take thenachine translation to guide the production of sen-

form of whole sentences that are repeated, or repeated 1‘act@nceS Judging from the effectiveness of LMs in
or the repeated use of a noun or noun phrase (e.g., “Bill Clin- j

ton”) when a pronoun (“he") would suffice. these appllcatlons, we eXpeCt that they Wl” prO'
Referential clarity: It should be easy to identify who or what Vide a strong baseline for the evaluation of at least

the pronouns and noun phrases in the summary are referringome of the linguistic quality aspects.
to. If a person or other entity is mentioned, it should berclea We built . bi d tri |
what their role in the story is. So, a reference would be un- € buillt unigram, bigram, and trigram lan-

clear if an entity is referenced but its identity or relation guage models with Good-Turing smoothing over
the story remains unclear. the New York Times (NYT) section of the English

Focus: The summary should have a focus; sentences Shou'ﬁ%igaword corpus (over 900 million WOI‘dS) We

only contain information that is related to the rest of thesu . L
mary. used the SRI Language Modeling Toolkit (Stol-

Structure and Coherence: The summary should be well- €ke, 2002) for this purpose. For each of the three
structured and well-organized. The summary should not jushgram language models, we include thi&, max

be a heap of related information, but should build from sen- -

tence to sentence to a coherent body of information about Qndave_ragebg probability of the sentences con-
topic. tained in a summary, as well as togerall log

These five questions get at different aspects dprobability of the entire summary.
what makes a well-written text. We therefore pre- .
: S : 3.2 Reference form: Named entities
dict each aspect of linguistic quality separately.
_ _ o _ This set of features examines whether named enti-
3 Indicators of linguistic quality ties have informative descriptions in the summary.
Multiple factors influence the linguistic quality of V\]fte chus on namedfentltlesa because theﬁ appe]:ar
text in general, including: word choice, the ref- Often In summaries of news documents and are of-

erence form of entities, and local coherence. Wéen nqt known' to the reqd_er peforehand. In addi-
on, first mentions of entities in text introduce the

extract features which serve as proxies for each of N : .

the factors mentioned above (Sections 3.1 to 3.5)¢'nt|ty into the dlscours_e gnd so_must be informa-
In addition, we investigate some models of gram-t've and properly descr|pt|ve.(Pr|nce, 1981; Frau-
maticality (Chae and Nenkova, 2009) and coher-rUd’ 1990; Elsner and Charniak, 20_08)' ]
ence (Graesser et al., 2004; Soricut and Marcu, Ve run the Stanford Named Entity Recognizer

2006: Barzilay and Lapata, 2008) from prior work (Finkel et al., 2005) and record the number of

(Sections 3.6 to 3.9). PERSONSORGANIZATIONsandLOCATIONs
Shttp:/Awww-nlpir.nist.goviprojects/ First mentions to peopleFeature exploration on
duc/duc2006/quality-questions.txt our development set found that under-specified
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references to people are much more disruptiv8.4 Local coherence: Cohesive devices

to a summary than short references to organizag, coherent text, constituent clauses and sentences
tions or locations. In fact, prior work in Nenkova gre rejated and depend on each other for their in-
and McKeown (2003) found that summaries thatepretation. Referring expressions such as pro-
have been rewritten so that first mentions of peoy, o ns jink the current utterance to those where the
ple are informative descriptions and subsequentpities were previously mentioned. In addition,
mentions are replaced with more concise referencgis.qurse connectives such as “but” or “because”

forms are overwhelmingly preferred to summariesg|ate propositions or events expressed by differ-

whose entity references have not been rewritten. ot cjauses or sentences. Both these categories
In this class, we include features that reflectare known cohesive or linking devices in human-

the modification properties of noun phrases (NPsproduced text (Halliday and Hasan, 1976). The

in the summary that are first mentions to peoplemere presence of such items in a text would be in-

Noun phrases can include pre-modifiers, apposidicative of better structure and coherence.

tives, prepositional phrases, etc. Rather than pre- We compute a number of shallow features that

specifying all the different ways a person expresprovide a cheap way of capturing the above intu-

sion can be modified, we hoped to discover thdtions: the number oflemonstrativespronouns

best patterns automatically, by including featuresanddefinite descriptionsis well as the number of

for the average number a@fach Part of Speech sentence-initial discourse connectives

(POS) tag occurring beforeeach syntactic phrase

occurring beforé, each POS tag occurring after 3.5 Local coherence: Continuity

andeach syntactic phrase occurring aftére head  This class of linguistic quality indicators is a com-
of the first mention NP for a PERSON. To measurepination of factors related to coreference, adjacent
if the lack of pre or post modification is particu- sentence similarity, and summary-specific context
larly detrimental, we also include the proportion of surface cohesive devices.

of PERSON first mention NPwith no words be-

fore andwith no words aftethe head of the NP. Summarization  specific Extractive mult-

document summaries often lack appropriate

Summarization specific Most summarization antecedents for pronouns and proper context for
systems today amxtractiveand create summaries the use of discourse connectives.
using complete sentences from the source docu- In fact, early work in summarization (Paice,
ments. A subsequent mention of an entity in al980; Paice, 1990) has pointed out that the pres-
source documenwhich is extracted to be the first ence of cohesive devices described in the previous
mention of the entity in thesummaryis proba- section might in fact be the source of problems.
bly not informative enough. For each type of A manual analysis of automatic summaries (Ot-
named entity (PERSON, ORGANIZATION, LO- terbacher et al., 2002) also revealed that anaphoric
CATION), we separately record the number of in-references that cannot be resolved and unclear dis-
stances which appear as first mentions in the sunsourse relations constitute more than 30% of all
mary but correspond to non-first mentions in therevisions required to manually rewrite summaries
source documents. into a more coherent form.

To identify these potential problems, we adapt
the features for surface cohesive devices to indi-
cate whether referring expressions and discourse

Some summaries might not include people andonnectives appear in the summary with the same
other named entities at all. To measure how encontext as in the input documents.

tities are referred to more generally, we include For each of the cohesive devices discussed in
features about the overall syntactic patterns foundection 3.4-demonstrativespronouns definite

in NPs: the average number efich POS tagnd ~ descriptions and sentence-initial discourse con-

each syntactic phraseccurring inside NPs. nectives—we compare the previous sentence in
the summary with the previous sentence in the in-

— put article. Two features are computed for each
We define a linear order based on a preorder traversal of

the tree, so syntactic phrases which dominate the head alyPe Of_ cohesive deVI'Ce: (1) number O_f times the
considered occurring before the head. preceding sentence in the summary is the same

3.3 Reference form: NP syntax

546



as the preceding sentence in the input and (2) the While some repetition is beneficial for cohe-
number of times the preceding sentence in sumsion, too much repetition leads to redundancy in
mary is different from that in the input. Since the summary. Cosine similarity is thus indicative
the previous sentence in the input text often conof both continuity and redundancy.
tains the antecedent of pronouns in the current
sentence, if the previous sentence from the input
is also included in the summary, the pronoun is>-6 Sentence fluency: Chae and Nenkova
highly likely to have a proper antecedent. (2009)
we a!so compute the proportion of adjacent S€MWe test the usefulness of a suite of 38 shallow
tences in the summary that were extracted from the . .
same input document. Syntactic features studied by Chae and Ne_nko_va
(2009). These features are weakly but signif-
CoreferenceSteinberger et al. (2007) compare theicantly correlated with the fluency of machine
coreference chains in input documents and in sumiFanslated sentences. These inclusientence
maries in order to locate potential problems. Welength number of fragmentsaverage lengths of
instead define a set of more general features rehe different types of syntactic phrasgsal length
lated to coreference that are not specific to sumef modifiers in noun phrasesnd various other
marization and are applicable for any text. Oursyntactic features. We expect that these structural
features check the existence of proper antecedentsatures will be better at detecting ungrammatical

for pronouns in the summary without reference tasentences than the local language model features.

the text of the input documents. Since all of these features are calculated over in-
We use the publicly available pronoun reso-gjvigual sentences, we use the average value over

lution system described in Charniak and Elsne| the sentences in a summary in our experiments.
(2009) to mark possible antecedents for pronouns

in the summary. We then compute as features the

number of times an antecedent for a pronoun wa8.7 Coh-Metrix: Graesser et al. (2004)

found in the previous sentencén the same sen-

tence or neither In addition, we modified the pro- 1he Coh-Metrix toot provides an implementation
noun resolution system to also output the probabil©f 54 features known in the psycholinguistic lit-
ity of the most likely antecedent and include the€rature to correlate with the coherence of human-
average antecedent probabilifpr the pronouns written texts (Graesser et al., 2004). These include
in the text. Automatic coreference systems ar€ommonly used readability metrics based on sen-
trained on human-produced texts and we exped€nce length and number of syllables in constituent
their accuracies to drop when applied to automatWords. Other measures implemented in the sys-
ically generated summaries. However, the prediciem are surface text properties known to contribute
tions and confidence scores still reflect whethefO t€xt processing difficulty. - Also included are
or not possible antecedents exist in previous serféasures of cohesion between adjacent sentences

tences that match in gender/number, and so ma§Mch as similarity under a latent semantic analysis
still be useful for coherence evaluation. LSA) model (Deerwester et al., 1990), stem and

_ o _ o content word overlap, syntactic similarity between
Cosine similarity We use cosine similarity 10 agjacent sentences, and use of discourse connec-
compute the overlap of words in adjacent senyyes  Coh-Metrix has been designed with the

tencess; ands; 1 as a measure of continuity. goal of capturing properties of coherent text and
cosl — Vs; Usiyy (1) has been used for grade level assessment, predict-
Vs [ Vs |l ing student essay grades, and various other tasks.

Given the heterogeneity of features in this class,
the total b ¢ dt ; we expect that they will provide reasonable accu-
Vs;,1) @r€ the total number of word types from racies for all the linguistic quality measures. In

both sentences; ands; ;. Stop words were re- . .
v i+l P articular, the overlap features might serve as a

Famed. The value of each dimension for a sgntenc%easure of redundancy and local coherence.
is the number of tokens of that word type in that

sentence. We compute th@n, max andaverage
value of cosine similarity over the entire summary. Shttp://cohmetrix.memphis.edu/

The dimensions of the two vectors,( and
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3.8 Word coherence: Soricut and Marcu would differ from those in incoherent sequences.
(2006) We use the Brown Coherence Toolk{Elsner

Word co-occurrence patterns across adjacent sefit al-, 2007) to construct the grids. The tool does
tences provide a way of measuring local coherencBot perform full coreference resolution. Instead,
that is not linguistically informed but which can Noun phrases are considered to refer to the same
be easily computed using large amounts of unan€ntity if their heads are identical.
notated text (Lapata, 2003; Soricut and Marcu, Entity coherence features are the only ones that
2006). Word coherence can be considered as tHave been previously applied with success for pre-
analog of language models at the inter-sentenc@icting summary coherence. They can therefore
level. Specifically, we used the two features in-be considered to be the state-of-the-art approach
troduced by Soricut and Marcu (2006). for automatic evaluation of linguistic quality.
Soricut and Marcu (2006) make an analogy to
machine translation: two words are likely to be4 Summarization data

translations of each other if they often appear inFOr our experiments. we use data from the
parallel sentences; in texts, two words are likely to . P T
multi-document summarization tasks of the Doc-

signal local coherence if they often appeamit .

jacentsentences. The two features we computeéI rr:) er;t lCJ)nZI?;sttzlndlznogO?Conference (DUC) work-

are forward likelihood the likelihood of observ- ps ( V i v )

ing the words in sentence conditioned ons; 1, Our training and development data comes from
andbackward likelihoogthe likelihood of observ- DYC 2006 and our test data from DUC 2007.

ing the words in sentence conditioned on sen- These were the most recent years in which t'h.e
tences; 1. “Parallel texts” of 5 million adjacent s_umr_ngnes w_ere e"a"%ated accord_mg to spe_cmc
sentences were extracted from the NYT section ollmgu'StIC quality questions. Each input consists

GigaWord. We used the GIZAf+mplementa- of a set of 25 related documents on a topic and the
tion of IBM Model 1 to align the words in adjacent target length of summaries is 250 words.

sentences and obtain all relevant probabilities. In DUC 2006, there were 50 inputs to be sum-
marized and 35 summarization systems which par-

3.9 Entity coherence: Barzilay and Lapata ticipated in the evaluation. This included 34 au-
(2008) tomatic systems submitted by participants, and a

Linguistic theories, and Centering theory (GroszZ°@Seliné system that simply extracted the lead-

et al., 1995) in particular, have hypothesized thaf1d Sentences from the most recent article. In
the properties of the transition of attention from PYC 2007, there were 45 inputs and 32 different

entities in one sentence to those in the next, play §Ummarization systems. Apart from the leading
major role in the determination of local coherence S€Nténces baseline, a high performance automatic

Barzilay and Lapata (2008), inspired by Center-Summarizer from a previous year was also used
as a baseline. All these automatic systems are in-

ing, proposed a method to compute the local co* ’ - i
herence of texts on the basis of the sequences Gtuded in our evaluation experiments.
entity mentions appearing in them.

In their Entity Grid model, a text is represented
by a matrix with rows corresponding to each senEach summary was evaluated according to the
tence in a text, and columns to each entity menfive linguistic quality questions introduced in Sec-
tioned anywhere in the text. The value of a celltion 2: grammaticality, non-redundancy, referen-
in the grid is the entity’s grammatical role in that tial clarity, focus, and structure. For each of these
sentence (Subject, Object, Neither, or Absent). Arquestions, all summaries were manually rated on a
entity transition is a particular entity’s role in two scale from 1 to 5, in which 5 is the best.
adjacent sentences. The actual entity coherence The distributions of system scores in the 2006
features are the fraction of each type of these trardata are shown in Figure 1. Systems are currently
sitions in the entire entity grid for the text. One the worst at structure, middling at referential clar-
would expect that coherent texts would containity, and relatively better at grammaticality, focus,
a certain distribution of entity transitions which

4.1 System performance on linguistic quality

- "http:/iww.cs.brown.edu/ ~melsner/
Shttp://mww.fioch.com/GIZA++.html manual.html
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System Summary Scores 5 Experimental setup

We use the summaries from DUC 2006 for train-
ing and feature development and DUC 2007
served as the test set. Validating the results on con-
secutive years of evaluation is important, as results
that hold for the data in one year might not carry
over to the next, as happened for example in Con-
roy and Dang (2008)’s work.
Following Barzilay and Lapata (2008), we re-
Gram.  Non-redun. Ref.Clarity Focus  Structure port summary ranking accuracy as the fraction of
correct pairwise rankings in the test set.
We use a Ranking SVMSV M9 (Joachims,
Figure 1: Distribution of system scores on the flvezooz)) to score summaries using our features. The
linguistic quality questions Ranking SVM seeks to minimize the number of
discordant pairs (pairs in which the gold stan-
| Gram  Non-redun Ref Focus Struct dard hasr; ranked strictly higher tham,, but the

500 800

400

# of Summaries

0 200

Content | .02 -40% 29 28 .09 learner ranks:, strictly higher thane;). The out-
Gram .38 * 25 .24 .54 * i

put of the ranker is always a real valued score, so a
Non-redun -.07 -.09 .27 . .
Ref 89* .76* (Qlobal rank order is always obtained. The default
Focus .80*  regularization parameter was used.

Table 1. Spearman correlations between the mars 1 combining predictions

ual ratings for systems averaged over the 50 inputs . . .
in 2006: *p < .05 To combine information from the different feature

classes, we train a meta ranker using the predic-
tions from each class as features.

. . First, we use a leave-one out (jackknife) pro-

and non-redundancy. Structure is the aspect Oflméedure to get the predictions of our features for

QUiStiC quality where there is the most room forthe entire 2006 data set. To predict rankings of
Improvement. Ths only _system ;V'th an aver:agesystems on one input, we train all the individual
structure score above5 in DUC 2006 was the rankers, one for each of the classes of features in-

leading sentences baseline system. troduced above, on data from the remaining in-

As can be expected, people are unlikely to beputs. We then apply these rankers to the sum-
able to focus on a single aspect of linguistic qualitymaries produced for the held-out input. By repeat-
exclusively while ignoring the rest. Some of theing this process for each input in turn, we obtain
linguistic quality ratings are significantly corre- the predicted scores for each summary.
lated with each other, particularly referential clar- Once this is done, we use these predicted scores
ity, focus, and structure (Table 1). as features for the meta ranker, which is trained on
all 2006 data. To test on a new summary pair in
2007, we first apply each individual ranker to get
its predictions, and then apply the meta ranker.

In either case (meta ranker or individual feature
gl_ass), all training is performed on 2006 data, and
all testing is done on 2007 data which guarantees
t the results generalize well at least from one year
of evaluation to the next.

More importantly, the systems that produce
summaries with good conténarre not necessar-
ily the systems producing the most readable sum
maries. Notice from the first row of Table 1 that
none of the system rankings based on these me
sures of linguistic quality are significantlyosi-
tively correlated with system rankings of conten
The development of automatic linguistic quality
measurements will allow researchers to optimizes_2 Evaluation of rankings

both content and linguistic quality. _ o
We examine the predictive power of our features

for each of the five linguistic quality questions in
%as measured by summary responsiveness ratings on at_‘ivo settings. IrBySt'er.n-Ie'Vavaluatlon, we WQUId
to 5 scale, without regard to linguistic quality like to rank all participating systems according to
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heir rforman n th ntir i _ Feature set Gram. | Redun.| Ref. | Focus| Struct.
their perio .a ce ontne e t © test set.Irput Lang. models| 87.6 83.0 | 91.2| 85.2 86.3
Ieve_l evaluation, we wo_uld Ilke_ to r_ank all sum-  Namedent. | 785 | 836 | 821! 740 | 696
maries produced for a single given input. NP syntax 850 | 838 |87.0| 76.6 | 79.2
; ; ; Coh. devices | 82.1 795 | 82.7| 823 83.7
For input Ie_vel evaluatlon., the pairs are fqrmed Continuity as8 | 885 | 929| 892 | 914
from summaries of theame input Pairs in which Sent. fluency | 91.7 789 | 876! 823 | 84.9
the gold standard ratings are tied are not included.svoha'\/letr:lx gz-g 32-8 g?-g gfi-? ?g-g
. . . ora con. . . . . .
After removing the ties, _the t.esft set c9n3|sts of' 13K Entity coh. 902 | 831 | 896! 850 | 871
to 16K pairs for each linguistic quality question. "Meta ranker | 92.9 | 87.9 | 91.0 | 87.8 | 90.0
Note that there were 45 inputs and 32 automatic o N
systems in DUC 2007. So, there are a total of Table 2: System-level prediction accuracies (%)
45-(%7) = 22,320 possible summary pairs.

For system-level evaluation, we treat the realyodel features are within 1% of entity coherence
valued output of the SVM ranker for each sum-for these three aspects of summary quality.
mary as the linguistic quality score. The 45 indi-  con_Metrix, which has been proposed as a com-
vidual scores for summaries produced by a giveryanensive characterization of text, does not per-
system are averaged to obtain an overall score fq4m as well as the language model and the en-

f[he s;_/ste_m. The gold-standard system-l_evel qualﬁty coherence classes, which contain considerably
ity rating is equal to thaverage human rating®r  fe\yer features related to only one aspect of text.
the system’s summaries over the 45 inputs. At the The classes of features specific to named enti-

system level, there are abput 500 non-tied pairs irﬁes and noun phrase syntax are the weakest pre-
the test set for each question. _ dictors. It is apparent from the results that conti-
For both evaluation settings, a random baseling, i entity coherence, sentence fluency and lan-
which ranked the summaries in a random ordeg 546 models are the most powerful classes of fea-
would have an expected pairwise accuracy of 50%,req that should be used in automation of evalu-
ation and against which novel predictors of text
quality should be compared.
6.1 System-level evaluation Combining all feature classes with the meta

System-level accuracies for each class of featurd@nker only yields higher results for grammatical-
ity. For the other aspects of linguistic quality, it is

are shown in Table 2. All classes of features per-

form well, with at least a 20% absolute increasebetter to use Continuity by itself to rank systems.

in accuracy over the random baseline (50% ac- One certainly unexpected result is that features
curacy). For each of the linguistic quality ques_designed to capture one aspect of well-wr_itten text
tions, the corresponding best class of featuref!m out to perform well for other questions as
gives prediction accuracies around 90%. In othetVell- Forinstance, entity coherence and continuity
words, if these features were used to fully autofeatures predict grammaticality with very high ac-
matically compare systems that participated in th&uracy of around 90%, and are surpassed only by
2007 DUC evaluation, only one out of ten com-the sentence_ fluen_cy f_eatures. These findings war-
parisons would have been incorrect. These result@nt further investigation because we would not
set a high standard for future work on automaticeXpect characteristics of local transitions indica-
system-level evaluation of linguistic quality. tive of text structurg tq have anything to do with
The state-of-the-art entity coherence featureSeNtence grammaticality or fluency. The results
perform well but are not the best for any of the five@'€ Probably due to the significant correlation be-
aspects of linguistic quality. As expected, sentenc&Veen structure and grammaticality (Table 1).
fluency is the best feature class for grammatical- .
ity. For all four other questions, the best featuree"2 Input-level evaluation
set is Continuity, which is a combination of sum- The results of the input-level ranking experiments
marization specific features, coreference featureare shown in Table 3. Understandably, input-
and cosine similarity of adjacent sentences. Contilevel prediction is more difficult and the results are
nuity features outperform entity coherence by 3 tdower compared to the system-level predictions:
4% absolute difference on referential quality, fo-even with wrong predictions for some of the sum-
cus, and coherence. Accuracies from the languagmaries by two systems, the overall judgment that

6 Results and discussion
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one system is better than the other over the entireFéature set | Gram. | Redun.| Ref. | Focus| Struct.
y . Lang. models| 66.3 57.6 | 62.2| 60.5 62.5
test set can still be accurate. Namedent. | 529 | 544 | 600! 541 | 525
While for system-level predictions the meta gphsxéntax gg-g gg-i gg% 2‘2‘? ggé

. H oNn. devices . . . . .
_ranker was only useful for grammgtllcallty, at the Continuity 617 | 625 | 697| 654 | 704
input level it outperforms every individual feature sent. fluency | 69.4 | 525 | 64.4| 61.9 | 62.6

class for each of the five questions, obtaining ac- Coh-Metrix | 655 | 67.6 | 67.9| 63.0 | 624
Word coh. 547 | 555 |53.3| 532 | 53.7

i 0,
curacies around 70%. _ Entitycoh. | 613 | 620 | 64.3| 64.2 | 63.6
These input-level accuracies compare favorably Meta ranker | 71.0 | 68.6 | 73.1| 67.4 | 70.7

with automatic evaluation metrics for other nat-
ural language processing tasks. For example, at
the 2008 ACL Workshop on Statistical Machine
Translation, all fifteen automatic evaluation met-tures, which compare the context of a sentence
rics, including variants of BLEU scores, achievedin the summary with the context in the original
between 42% and 56% pairwise accuracy with hudocument where it appeared, also contribute sub-
man judgments at the sentence level (Callisonstantially to the success of the Continuity class in
Burch et al., 2008). predicting structure and referential clarity. Accu-
As in system-level prediction, for referential racies drop by about 7% when these features are
clarity, focus, and structure, the best feature clasexcluded. However, the coreference features do
is Continuity. Sentence fluency again is the beshot seem to contribute much towards predicting
class for identifying grammaticality. summary linguistic quality. The accuracies of the
Coh-Metrix features are now best for determin-Continuity class are not affected at all when these
ing redundancy. Both Coh-Metrix and Continuity coreference features are not included.
(the top two features for redundancy) include over-
lap measures between adjacent sentences, whié# Impact of summarization methods

serve as a good proxy for redundancy. In this paper, we have discussed an analysis of the
Surprisingly, therelative performance of the qytputs of current research systems. Almost all
feature classes at input level is not the same agf these systems still ustractivemethods. The
for system-level prediction. For example, the lan-symmarization specific continuity features reward
guage model features, which are the second beg{;stems that include the necessary preceding con-
class for the system-level, do not fare as well atext from the original document. These features
the input-level. 'Word co-occurrence which ob-pave high prediction accuracies (Section 6.3) of
tained good accuracies at the system level is thﬁnguistic quality however note that the support-
least useful class at the input level with accuracie§19 context could often contain less importanh-
just above chance in all cases. tent Therefore, there is a tension between strate-
gies for optimizing linguistic quality and for op-
timizing content, which warrants the development
The class of features capturing sentence-toof abstractive methods.
sentence continuity in the summary (Section 3.5) As the field moves towards morbstractive
are the most effective for predicting referentialsummaries, we expect to see differences in both
clarity, focus, and structure at the input level.a) summary linguistic quality and b) the features
We now investigate to what extent each of itspredictive of linguistic aspects.
components—summary-specific features, corefer- As discussed in Section 4.1, systems are cur-
ence, and cosine similarity between adjacentently worst at structure/coherence. However,
sentences—contribute to performance. grammaticality will become more of an issue as
Results obtained after excluding each of thesystems use sentence compression (Knight and
components of continuity is shown in Table 4;Marcu, 2002), reference rewriting (Nenkova and
each line in the table represents Continuity mi-McKeown, 2003), and other techniques to produce
nus a feature subclass. Removing cosine oveitheir own sentences.
lap causes the largest drop in prediction accuracy, The number of discourse connectives is cur-
with results about 10% lower than those for therently significantly negatively correlated with
complete Continuity class. Summary specific feastructure/coherence (Spearman correlation of r =

Table 3: Input-level prediction accuracies (%)

6.3 Components of continuity
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| Ref. Focus Struct. Feature set | Gram. | Redun. | Ref. | Focus| Struct.

Continuity 69.7 65.4 70.4 Lang. models| 52.1 60.8 | 76.5| 71.9 78.4
- Sum-specific| 63.9 64.2 63.5 Named ent. 62.5 66.7 | 47.1| 439 50.1
- Coref 70.1 65.2 70.6 NP Syntax 64.6 49.0 | 43.1| 49.1 58.0
- Cosine 60.2 56.6 60.7 Coh. devices | 54.2 68.6 | 66.7 | 49.1 64.8

Continuity 54.2 49.0 | 62.7| 614 | 716

Table 4: Ablation within the Continuity class; Sent. fluency | 54.2 | 64.7 | 804 )| 719 | 727

pairwise accuracy for input-level predictions (%) \(,:V%%'\ggﬂ'x gg'g gé'g gg? ?8'% gg'g

Entity coh. 45.8 49.0 549 | 52.6 56.8
Meta ranker 62.5 56.9 80.4 | 50.9 67.0

-.06, p =.008 on DUC 2006 system summaries).
This can be explained by the fact that they of-Table 5: Input-level prediction accuracies for
ten lack proper context in an extractive summaryhuman-written summaries (%)

However, amabstractivesystem could plan a dis-
course structure and insert appropriate connective S : .
(Saggion, 2009). In this case, we would expect th t%ese three aspects of linguistic quality. A possi-

presence of discourse connectives to be a mark ¢ e explanation for this difference could be that in
a well-written summary system-produced extracts, incoherent organization

influences human perception of linguistic quality
6.5 Results on human-written abstracts to a great extent and so local coherence features
turned out very predictive. But in human sum-
aries, sentences are clearly well-organized and
here, continuity features appear less useful. Sen-

- . UreSence level fluency seems to be more predictive of
would work for predicting the quality of machine- N ; .
the linguistic quality of these summaries.

produced abstracts. However, since current sys-
tems are extractive, such a data set is not availabl<=7 Conclusion
Therefore we experiment druman-writtenab-

stracts to get an estimate of the expected pefye have presented an analysis of a wide variety
formance of our features on abstractive systenyf features for the linguistic quality of summaries.
summaries. In both DUC 2006 and DUC 2007,Continuity between adjacent sentences was con-
ten NIST assessors wrote summaries for the Vaksistently indicative of the quality of machine gen-
ious inputs. There are four human-written sum-grated summaries. Sentence fluency was useful for
maries for each input and these summaries Wergjentifying grammaticality. Language model and
judged on the same five linguistic quality aspectsntity coherence features also performed well and

as the machine-written summaries. We train on th@nhould be considered in future endeavors for auto-
human'Written Summaries from DUC 2006 andmatic |inguistic qua“ty evaluation_

test on the human-written summaries from DUC  the high prediction accuracies for input-level

2007, using the same set-up as in Section 5. g\ gyation and the even higher accuracies for
These results are shown in Table 5. We only réxystem.level evaluation confirm that questions re-
port results on the input level, as we are mtereste%arding the linguistic quality of summaries can be
in distinguishing between the quality of the sum-ansyered reasonably using existing computational
maries, not the NIST assessors’ writing skills.  techniques. Automatic evaluation will make test-
Except for grammaticality, the prediction accu-jng easjer during system development and enable

racies of the best feature classes for human alporting results obtained outside of the cycles of
stracts are better than those at input level for may ST evaluation.

chine extracts. This result is promising, as it shows
that similar features for evaluating linguistic qual'AcknowledgmentS
ity will be valid for abstractive summaries as well.

Note however that the relative performance ofThis material is based upon work supported under
the feature sets changes between the machine aadNational Science Foundation Graduate Research
human results. While for the machines Continu-Fellowship and NSF CAREER award 0953445.
ity feature class is the best predictor of referentiaMe would like to thank Bonnie Webber for pro-
clarity, focus, and structure (Table 3), for humansductive discussions.
language models and sentence fluency are best for

Since abstractive summaries would have marked]
different properties from extracts, it would be in-
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