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Abstract

In this paper, we adopt two views, personal
and impersonal views, and systematically
employ them in both supervised and

semi-supervised sentiment classification. Here,
personal views consist of those sentences
which directly express speaker’s feeling and
preference towards a target object while

impersonal views focus on statements towards

expressed in text by stating the information
involving either a person (one elementi) or a
target object itself (one element ¥). The first
type of statement called personal view, d.gm

so happy with this bodk contains X 's
“subjective” feeling and preference towards a
target object, which directly expresses
sentimental evaluation. This kind of information
is normally domain-independent and serves as

highly relevant clues to sentiment classification.
The latter type of statement called impersonal
view, e.g. it is too smalfl containsyY ’s
“objective” (i.e. or at least criteria-based)
evaluation of the target object. This kind of
information tends to  contain much
domain-specific ~ classification  knowledge.
Although such information is sometimes not as
explicit as personal views in classifying the
sentiment of a text, speaker's sentiment is
usually implied by the evaluation result.
As a special task of text classification, sentiment It is well-known that sentiment classification
classification aims to classify a text according tds very domain-specific (Blitzer et al., 2007), so
the expressed sentimental polarities of opinion# is critical to eliminate its dependence on a
such as thumb up or ‘thumb dowh on the large-scale labeled data for its wide applications.
movies (Pang et al., 2002). This task has recentf§yince the unlabeled data is ample and easy to
received considerable interests in the Naturagollect, a successful semi-supervised sentiment
Language Processing (NLP) community due to it§lassification ~ system  would  significantly
wide applications. minimize the involvement of labor and time.
In general, the objective of sentimentTherefore, given the two different views
classification can be represented as a kind dhentioned above, one promising application is to
binary relationR, defined as an ordered triph§, ( adopt them in co-training algorithms, which has
Y, G), whereX is an object set including different been proven to be an effective semi-supervised
kinds of people (e.g. writers, reviewers, or users)earning strategy of incorporating unlabeled data
Y is another object set including the targeto further improve the classification performance
objects (e.g. products, events, or even somghu, 2005). In addition, we would show that
people), andG is a subset of the Cartesianpersonal/impersonal views are linguistically
product X xY . The concerned relation in marked and mining them in text can be easily
sentiment classification isX ’s evaluation ory,  performed without special annotation.
such as thumb up ‘thumb dowh ‘favorablé,

a target object for evaluation. To obtain them,
an unsupervised mining approach is proposed.
On this basis, an ensemble method and a
co-training algorithm are explored to employ
the two views in supervised and
semi-supervised  sentiment  classification
respectively. Experimental results across eight
domains demonstrate the effectiveness of our
proposed approach.

1 Introduction

414

Proceedings of the 48th Annual Meeting of the Association for Computational Linguistics, pages 414423,
Uppsala, Sweden, 11-16 July 2010. (©2010 Association for Computational Linguistics



In this paper, we systematically employ Supervised methods consider sentiment
personal/impersonal views in supervised andlassification as a standard classification problem
semi-supervised sentiment classification. Firstin which labeled data in a domain are used to
an unsupervised bootstrapping method is adoptdthin a domain-specific classifier. Pang et al.
to automatically separate one document intg2002) are the first to apply supervised machine
personal and impersonal views. Then, both viewkearning methods to sentiment classification.
are employed in supervised sentimenSubsequently, many other studies make efforts to
classification via an ensemble of individualimprove the performance of machine
classifiers generated by each view. Finally, dearning-based classifiers by various means, such
co-training algorithm is proposed to incorporateas using subjectivity summarization (Pang and
unlabeled data for semi-supervised sentimeritee, 2004), seeking new superior textual features
classification. (Riloff et al., 2006), and employing document

The remainder of this paper is organized asubcomponent information (McDonald et al.,
follows. Section 2 introduces the related work oR2007). As far as the challenge of
sentiment classification. Section 3 presents outomain-dependency is concerned, Blitzer et al.
unsupervised approach for mining personal an(007) present a domain adaptation approach for
impersonal views. Section 4 and Section Sentiment classification.
propose our supervised and semi-supervised Semi-supervised methods combine unlabeled
methods on sentiment classification respectivelydata with labeled training data (often
Experimental results are presented and analyzestnall-scaled) to improve the models. Compared
in Section 6. Section 7 discusses on théo the supervised and unsupervised methods,
differences between personal/impersonal andemi-supervised methods for  sentiment
subjective/objective. Finally, Section 8 draws ourclassification are relatively new and have much

conclusions and outlines the future work. less related studies. Dasgupta and Ng (2009)
integrate various methods in semi-supervised
2 Related Work sentiment classification including spectral

Recentlv. a variety of studies have been re Or,[egustering, active learning, transductive learning,
Y y Of Stu . P and ensemble learning. They achieve a very
on sentiment classification at different levels:

impressive improvement across five domains.

word level (Esuli and Sebastiani, 2005), phrasev . o
: “Wan (2009) applies a co-training method to
level (Wilson et al., 2009), sentence level (Kim emi-supervised learning with labeled English

Iaér\lng?.l\./uy ;n2e004;2(g‘(')u2_etp2ﬁ 20e(35;,| anzdogcz);: ur_;lﬁir; orpus and unlabeled Chinese corpus for Chinese
Y ’ 9 - " . “sentiment classification.
paper focuses on the document-level sentiment

clas§ification. _G_en_erally, document—level3 Unsupervised Mining of Personal and
sentiment classification methods can be Im | Vi
. : . : personal Views

categorized into three types: unsupervised,
supervised, and semi-supervised. As mentioned in Section 1, the objective of

Unsupervised methods involve deriving asentiment classification is to classify a specific
sentiment  classifier without any labeledbinary relationX 's evaluation orY, whereX is
documents. Most of previous work use a set o&n object set including different kinds of persons
labeled sentiment words called seed words tandY is another object set including the target
perform unsupervised classification. Turneyobjects to be evaluated. First of all, we focus on
(2002) determines the sentiment orientation of an analysis on sentences in product reviews
document by calculating point-wise mutualregarding the two views: personal and
information between the words in the documenimpersonal views.
and the seed words o&xcellent and ‘poor. The personal view consists of personal
Kennedy and Inkpen (2006) use a term-countingentences (i.eX ’'s sentences) exemplified
method with a set of seed words to determine thigelow:
sentiment. Zagibalov and Carroll (2008) firstl.  Personal preference:
propose a seed word selection approach and thenE1:1 love this breadmaker!
apply the same term-counting method for Chinese E2:1 disliked it from the beginning.
sentiment classifications. These unsupervisel. Personal emotion description:
approaches are believed to be E3:Very disappointed!

domain-independent for sentiment classification. E4:!am happy with the product.
Ill. Personal actions:
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E5: Do not waste your money. (e.g. E3). Figure 1 shows the unsupervised

E6: | have recommended this machine to all Mymining algorithm.
friends.

The impersonal view consists of impersonal
sentences (i.&.’s sentences) exemplified below: '"P
I.  Impersonal feature description:

E7: They are too thin to start with.

E8: This product is extremely quiet.
II.  Impersonal evaluation:

ut:
The training dataD
Output:
All personal and impersonal sentences, i.e.
sentence setsS . ..., and S, c.cona-

E9: It's great. Procedure: .

E10: The product is a waste of time and money. (1) Segment all documents in D to sentences
lll. Impersonal actions: S using punctuations (such as periods and

E11:This product not even worth a penny. interrogation marks) _

E12:1t broke down again and again. (2). Apply the heuristic rules to classify the

We find that the subject of a sentence presents ~ SentencesS with proper pronouns into,S,,
important cues for personal/impersonal views, and S,
even_though a formal and computable deflnlt!or‘(3)_ Train a binary classifier f,_, with S, and
of this contrast cannot be found. Here, subject

refers to one of the two main constituents in the % , .

traditional English grammar (the other 4. Use f_ to classify the remaining sentences
constituent being the predicate) (Crystal, 26.03) into S, and §,

For example, the subjects in the above examplgs), Spesona = SeU Spv Spersona= SU S

of E1, E7 and E11 arel’; ‘they, and this

product respectively. For automatic mining the

two views, personal/impersonal sentences can be Figure 1: The algorithm for unsupervised mining

defined according to their subjects: personal and impersonal sentences from a training
Personal sentence: the sentence whose data

subject is (or represents) a person.

, 4 Employing Per sonal/l mper sonal

Impersonal sentence: the sentence whose Vi . sy s i i

subject is not (does not represent) a person. lews —1n pervi imen
Classification

In this study, we mainly focus on product
review classification where the target object inatter unsupervised mining of personal and

the setY is not a person. The definitions neediypersonal sentences, the training data is divided
to be adjusted when the evaluation target itself igo two views: the personal view, which

a person, eg. the political sentimentconiains personal sentences, and the impersonal
classification by Durant and Smith (2007). view, which contains impersonal sentences.

Our unsupervised mining approach for miningopyiously, these two views can be used to train
personal and impersonal sentences consists o different classifiers.  and f for
i) l 2 i)

two main steps. First, we extract an initial set o . L .
entiment classification respectively.

personal and impersonal sentences with som& ™ o ; .
Since our mining approach is unsupervised,

heuristic rules: If the first word of one sentence,[here evitably exist some noises. In addition
is (or implies) a personal pronoun includifg * y ) ’

‘we, and 'do, then the sentence is extracted as éhe sentences of different views may share the

personal sentence: If the first word of one>ame information for sentiment classification.

sentence is an impersonal pronoun including ' For examplg, consider  the foIIovylng two
they, this, and thesé then the sentence is sentences:lt is a waste of moneyand ‘Do not

extracted as an impersonal sentence. Second, \L\YQSte your money Apparently, the first one

apply the classifier which is trained with the elongs to the impersonal view while the second

initial set of personal and impersonal sentence§ne belongs to personal view, according to our

to Classify the remaining sentences. This ste euristic rules. However, these two sentences

aims to classify the sentences without pronoun hare the same wordyvaste, .Wh'Ch CONVEYS
strong negative sentiment information. This

suggests that training a single-view classifigr
! The subject has the grammatical function in aesww of WIth all sentences should help. Therefore, three
relating its constituent (a noun phrase) by medribeoverb to any  base classifiers,f;, f,, and f3, are eventually

other elements present in the sentence, i.e. gbjeomplements, . . .
and adverbials. derived from the personal view, the impersonal
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view and the single view, respectively. Each basé Employing
classifier provides not only the class label
outputs but also some kinds of confidence

Per sonal/lmper sonal
Views in Semi-Supervised Sentiment
Classification

measurements, e.g. posterior probabilities of the

testing sample belonging to each class.
Formally, each base classifief, (1 =1,2,3)

assigns a test sample (denoted»ap a posterior
probability vector P(x):

P(x)=< p(¢l ), Hgl 0>
where p(c¢ | x) denotes the probability that the

Semi-supervised learning is a strategy which
combines unlabeled data with labeled training
data to improve the models. Given the two-view
classifiers f, and f, along with the single-view

classifier f,, we perform a co-training algorithm

for semi-supervised sentiment classification. The
co-training algorithm is a specific

I-th base classifier considers the sampléemi-supervised learning approach which starts

belonging to ¢, .

In the ensemble learning literature, various.D
methods have been presented for combining ba
are

classifiers. The combining methods

with a set of labeled data and increases the
amount of labeled data using the unlabeled data
bootstrapping (Blum and Mitchell, 1998).
fgure 2 shows the co-training algorithm in our
semi-supervised sentiment classification.

categorized into two groups (Duin, 2002): fixed
rules such as voting rule, product rule, and sum
rule (Kittler et al., 1998), and trained rules sucHnput:

as weighted sum rule (Fumera and Roli, 2005) The labeled dataL containing personal
and meta-learning approaches (Vilalta and Drissiéntence setS .., and impersonal sentence set
2002). In this study, we choose a fixed rule and & __;,cona

trained rule to combine the three base classifiers The unlabeled dataU containing personal

f, f,,and f,. sentence setS, ..., and impersonal sentence set

The chosen fixed rule is product rule Which%
combine base classifiers by multiplying the
posterior possibilities and using the multiplied
possibility for decision, i.e.

—impersonal

Output:
New labeled datalL
Procedure:

assign y- ¢

3
where j= arg_ma)ﬂ pE x|

The chosen trained rule is stacking (Vilalta and

Drissi, 2002; DZeroski and Zenko, 2004) where gg).

meta-classifier is trained with the output of the
base classifiers as the input. Formally, bet

denote a feature vector of a sample from thg')'
development data. The output of thdh base (5).

classifier f, on this sample is the probability
distribution over the category s¢t, c} , i.e.

P(x})=< p(g| X ), p(g| X)>

Then, a meta-classifier is trained using thé7)'
development data with the meta-level featurd®):
(9)-

vectorx™? [ RZ®

X" =< P(X)), (X 2,), ROX-s) >
In our experiments, we perform stacking wit
4-fold cross validation to generate meta-trainin
data where each fold is used as the developme
data and the other three folds are used to train th

(6).

H(10). Add

Loop forN iterations untiU = ¢
(1).
).

Learn the first classifier f, with §_ . .

Use f, to label

SJ—personaI
Choose n, positive and n negative most
confidently predicted sample#y

Learn the second classifiés with S _

samples from U with

impersonal

Use f, to label samples from U with
SJ —impersonal
Choose n, positive and n, negative most

confidently predicted samplés
Learn the third classifier f, with L

Use f, to label samples from U

Choose n, positive and n, negative most
confidently predicted samples,
samples AUAUA

corresponding labels intoL

with  the

)' Update SL—p(—.‘rsonal and SL—impersonal

base classifiers in the training phase.
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semi-supervised sentiment classification



After obtaining the new labeled data, we carcombination methods. Thus we apply the ME
either adopt one classifier (i.ef,) or a classification algorithm for further combination
combined classifier (i.ef, + f,+ f,) in further ~@nd co-training. In particular, we only employ

training and testing. In our experimentation WeBooIean features, representing the presence or
9 9. b ' . absence of a word in a document. Finally, we

Zzgcla?'zfaibn?:% g;;hse.%\ggragﬁé?;mzrtgel;f:rtoperformt-test to evaluate the significance of the

referred to . as co-training and  combined performance difference between two systems
classifier 9 with different methods (Yang and Liu, 1999).

Sentence Number in the Training Data

6 Experimental Studies 40000

29290
30000 27714

We have systematically explored our method on

product reviews from eight domains: book, DVD, £ .,
electronic appliances, kitchen appliances, health,Z
network, pet and software. 10000
6.1 Experimental Setting 0

. . . & N WY & & N 9 <®
The product reviews on the first four domains ¢ Y & & & Y
(book, DVD, electronic, and kitchen appliances) RC N <
come from the multi-domain sentiment DNumber of personal sentences
classification corpus, collected from B Nunber of impersonal sentences

http://www.amazon.conidy Blitzer et al. (2007) Figure 3: Distribution of personal and impersonal
Besides, we also collect the product views from  sentences in the training data of each domain
http://www.amazon.comdn other four domains ) )
(health, network, pet and softwatefach of the 62 Experimental Results on Supervised
eight domains contains 1000 positive and 1000  Sentiment Classification

negative reviews. Figure 3 gives the distributiod-fold cross validation is performed for
of personal and impersonal sentences in theupervised sentiment classification.  For
training data (75% labeled data of all data). lcomparison, we generate two random views by
shows that there are more impersonal sentencggndomly splitting the whole feature space into
than personal ones in each domain, in particulafvo parts. Each part is seen as a view and used to
in the DVD domain, where the number oftrain a classifier. The combination (two random
impersonal sentences is at least twice as many @@w classifiers along with the single-view
that of personal sentences. This unusualiassifierf,) results are shown in the last column
phenomenon is mainly attributed to the fact th f Table 1. The comparison between random two
many objective descriptions, e.g. the movie plgéiews and. our proposed two views will clarify
intr_oductions, are expressed in the DVD domain hether the performance gain comes truly from
Wh'Ch makes the extracted personal and, proposed two-view mining, or simply from
impersonal sentences rather unbalancgd. using the classifier combination strategy.

We apply both support vector machine (SVM) Table 1 shows the performances of different

and Maximum Entropy (ME) algorithms with the classifiers, where the single-view classifid
help of the SVM-light and Mallet tools. All _ ' gie-view 5
parameters are set to their default values. wwhich uses all sentences for training and testing,
find that ME performs slightly better than SvM IS considered as our Dbaseline. Note that the
on the average. Furthermore, ME offers posteridr@Seline performances of the first four domains
probability information which is required for &€ Worse than the ones reported in Blitzer et al.
(2007). But their experiment is performed with
only one split on the data with 80% as the
2 http://www.seas.upenn.edu/~mdredze/datasets/senitime  training data and 20% as the testing data, which
° Note that the second version of multi-domain seefit  means the size of their training data is largentha
classification corpus does contain data from maimgrodomains. .
However, we find that the reviews in the other dmmacontain ~ OUr'S. Also, we find that our performances are
many duplicated samples. Therefore, we re-colleereviews from  similar to the ones (described as fully supervised

http://www.amazon.comdnd filter those duplicated ones. The new results) reported in Dasgupta and Ng (2009)
collection is here:

http://lit.cbs.polyu.edu.hk/~lss/ACL2010_Data_SSig. where the same data in the four domains are used

* http://svmlight.joachims.org/ and 10-fold cross validation is performed.
® http://mallet.cs.umass.edu/
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Domain Personal| Impersonal | Single View | Combination | Combination | Combination
View View Classifier (Stacking) (Product rule) with two

Classifier| Classifier (baseline) f+f,+f, f+f,+f, random views

f, f, fy (Product rule)
Book 0.7004 0.7474 0.7654 0.7919 0.7949 0.7546
DVD 0.6931 0.7663 0.7884 0.8079 0.8165 0.8054
Electronic | 0.7414 0.7844 0.8074 0.8304 0.8364 0.8210
Kitchen 0.7430 0.8030 0.8290 0.8555 0.8565 0.8152
Health 0.7000 0.7370 0.7559 0.7780 0.7815 0.7548
Network 0.7655 0.7710 0.8265 0.8360 0.8435 0.8312
Pet 0.6940 0.7145 0.7390 0.7565 0.7665 0.7423
Software 0.7035 0.7205 0.7470 0.7730 0.7715 0.7615
AVERAGE | 0.7176 0.7555 0.7823 0.8037 0.8084 0.7858

Table 1: Performance of supervised sentiment ¢ieaton

From Table 1, we can see that impersonal view Transductive SVM, which seeks the largest
classifier f, consistently performs better thanseparation between labeled and unlabeled data

personal view classifief, . Similar to the through regularization (Joachims, 1999). We

o . : implement it with the help of the SVM-light tool.
sentence distributions, the difference in the Cotraining with random  two-view

classification performances between these tw . , - .
) : T eneration (briefly called co-training with
views in the DVD domain is the largest (0'6931r8andom viev\SS) Wr}:ere two views are %enerated

vs. 0.7663). o
o . y randomly splitting the whole feature space
Both the combination methods (stacking ancﬁlt0 two parts.

product — rule) _significantly —outperform  the In semi-supervised sentiment classification,

baseline in each domain (p-value<0.01) with i?}he data are randomly partitioned into labeled

decent average performance improvement Y aini .
: raining data, unlabeled data, and testing data
2.61%. Although the performance difference ith tﬁe proportion of 10%, 70% and 920%

between the product rule and stacking is no‘lfv

o . . espectively. Figure 4 reports the classification
S|gr!|f|cant: t_he product rule is .Ob\./'OUSIy a bet.teraccuracies in all iterations, wherbasdine
choice as it involves much easier implementation. " . . . )

ndicates the supervised classifidg trained on

Therefore, in the semi-supervised Iearnind o _
process, we only use the product rule to combing€ 10% data; bothco-training and single

the individual classifiers. Finally, it shows thatclassifier and co-training and combined
random generation of two views with the Classifier refer f[o co-tralnlng_usmg our proposed
combination method of the product rule On|ypersonal and impersonal views. But the former
slightly outperforms the baseline on the averaggerely applies the baseline classifiéy trained
(0.7858 vs. 0.7823 but performs much worse the new labeled data to test on the testing data
than our unsupervised mining of personal angvhile the latter applies the combined classifier

impersonal views. f,+ f,+ f,. In each iteration, two top-confident

6.3 Experimental Results on Samples in each category are chosen, i.e.
Semi-super vised Sentiment N=n=n=2. For clarity, results of other
Classification methods (e.gself-training, transductive SVM)

are not shown in Figure 4 but will be reported in
uIEigure 5 later.

Figure 4 shows thatco-training and
combined classfier always outperforms
co-training and single classifier. This again
justifies the effectiveness of our two-view
earning on supervised sentiment classification.

We systematically evaluate and compare o
two-view learning method with various
semi-supervised ones as follows:

Self-training, which uses the unlabeled data
in a bootstrapping way like co-training yet limits
the number of classifiers and the number o
views to one. Only the baseline classifiéy is

used to select most confident unlabeled samples
in each iteration.
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Domain: Book Domain: DVD
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Figure 4: Classification performance vs. iteratimmbers (using 10% labeled data as training data)

One open question is whether the unlabeledperformance more than 7% on the average
data improve the performance. Let us set asideompared to the baseline.
the influence of the combination strategy and Figure 5 shows the classification results of
focus on the effectiveness of semi-superviseddifferent methods with different sizes of the
learning by comparing the baseline andlabeled data: 5%, 10%, and 15% of all data,
co-training and single classifier. Figure 4  where the testing data are kept the same (20% of
shows different results on different domains. all data). Specifically, the results of other
Semi-supervised learning fails on the DVD methods includingself-training, transductive
domain while on the three domains of book, SYM, andrandom views are presented when
electronic, and software, semi-supervised10% labeled data are used in training. It shows
learning benefits slightly (p-value>0.05). In thatself-training performs much worse than our
contrast, semi-supervised learning benefits muckapproach and fails to improve the performance of
on the other four domains (health, kitchen, five of the eight domainslransductive SVM
network, and pet) from using unlabeled data andoerforms even worse and can only improve the
the performance improvements are statisticallyperformance of the “software” domain. Although
significant (p-value<0.01). Overall speaking, we co-training with random views outperforms the
think that the unlabeled data are very helpful asbaseline on four of the eight domains, it performs
they lead to about 4% accuracy improvement onworse thanco-training and single classifier.
the average except for the DVD domain. Along This suggests that the impressive improvements
with the supervised combination strategy, ourare mainly due to our unsupervised two-view
approach can significantly improve the mining rather than the combination strategy.
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OBaseline O Transductive SVM B Self-training
B Co-training with random views BCo-training and single classifier B Co-training and combined classifier

Using 10% labeled data as training data
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Figure 5: Performance of semi-supervised sentirtlassification when 5%, 10%, and 15% labeled degaiaed

Figure 5 also shows that our approach is rathgrersonal and impersonal views are dealt with. As
robust and achieves excellent performances ipersonal and impersonal views have different
different training data sizes, although ourways of expressing opinions, splitting them into
approach fails on two domains, i.e. book andwo separations can filter some classification
DVD, when only 5% of the labeled data are useaoises. For example, in the sentence loh&ve
This failure may be due to that some of theseen amazing dancing, and good dancing. This
samples in these two domains are too ambiguowgas TERRIBLE dancin§! The first sentence is
and hard to classify. Manual checking shows thatlassified as a personal sentence and the second
quite a lot of samples on these two domains arene is an impersonal sentence. Although the
even too difficult for professionals to give awords ‘amazing and ‘good convey strong
high-confident label. Another possible reason igpositive sentiment information, the whole text is
that there exist too many objective descriptiongegative. If we get the bag-of-words from the
in these two domains, thus introducing too muchvhole text, the classification result will be wrong
noisy information for semi-supervised learning. Rather, splitting the text into two parts based on

The effectiveness of different sizes of chosewlifferent views allows correct classification as
samples in each iteration is also evaluated likehe personal view rarely contains impersonal
n=n=n=6 and n=3,n,=n=6 (This words such as amazing and ‘good. The
assignment is considered because the persorfdgssification result will thus be influenced by
view classifier performs worse than the other twdhe impersonal view. _
classifiers). Our experimental results are still In addition, a document may contain both
unsuccessful in the DVD domain and do not€rsonal and impersonal sentences, and each of
show much difference on other domains. We alsH1€M, t0 a certain extent, , provides classificatio
test the co-training approach without theévidence. In fact, we randomly select 50
single-view classifierf,. Experimental results documents in the domain of kitchen appliances
show that the inclusion of the single-viewanCI find that_80% of the documen'Fs tak_e both

- : - . personal and impersonal sentences in which both
classifier f, slightly helps the co-training f them express explicit opinions. That is to say,
approach. The detailed discussion of the resun{ﬁe two views provide different, Comp|ementary
is omitted due to space limit. information for classification. This qualifies the
success requirement of co-training algorithm to
some extend. This might be the reason for the
One main reason for the effectiveness of ougffectiveness of our approach on semi-supervised
approach on supervised learning is the way hovearning.

6.4 Why our approach is effective?
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7 Discussion on Personal/Impersonal vs.  significantly improves the performance across all
Subj ective/Objective eight domains on supervised sentiment
classification and greatly outperforms the
As mentioned in Section 1, personal Viewpaseline with more than 7% accuracy
contains X ’'s “subjective” feeling, and improvement on the average across seven of
impersonal view containg’s "objective” (Ie or eight domains (except the DVD domain) on
at least criteria-based) evaluation of the targedemi-supervised sentiment classification.
object. However, our technically-defined |n the future work, we will integrate the
concepts of personaliimpersonal are definitelgyubjectivity summarization strategy (Pang and
different from subjective/objective: Personal ee, 2004) to help discard noisy objective
view can certainly contain many objectivesentences. Moreover, we need to consider the
expressions, e.gl bought this electric kettl@nd  cases when botX andY appear in a sentence.
impersonal view can contain many subjectiveror example, the sentencethink they're podt
expressions, e.glt‘is disappointing should be an impersonal view but wrongly
Our technically-defined personal/impersonal|assified as a personal one according to our
views are two different ways to describetechnical rules. We believe that these will help
opinions. Personal sentences are often used mprove our approach and hopefully are
express opinions in a direct way and their targejpplicable to the DVD domain. Another
object should be one of. Impersonal ones are nteresting and practical idea is to integrate
often used to express opinions in an indirect wayctive learning (Settles, 2009), another popular
and their target object should be oneYofThe  put principally different kind of semi-supervised
ideal definition of personal (or impersonal) view|earning approach, with our two-view learning

given in Section 1 is believed to be a subset @pproach to build high-performance systems
our technical definition of personal (or with the least labeled data.

impersonal) view. Thus impersonal view may
contain both Y 's objective evaluation (more Acknowledgments
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helpful. Since a piece of objective text providegh® Hong Kong Polytechnic University and two
rather limited implicit classification information, NSFC grants, No. 60873150 and No. 90920004.
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