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Abstract

We describe a set of techniques for Ara-
bic cross-document coreference resolu-
tion. We compare a baseline system of
exact mention string-matching to ones that
include local mention context information
as well as information from an existing
machine translation system. It turns out
that the machine translation-based tech-
nique outperforms the baseline, but local
entity context similarity does not. This
helps to point the way for future cross-
document coreference work in languages
with few existing resources for the task.

1 Introduction

Our world contains at least two noteworthy
George Bushes: President George H. W. Bush and
President George W. Bush. They are both fre-
quently referred to as “George Bush.” If we wish
to use a search engine to find documents about
one of them, we are likely also to find documents
about the other. Improving our ability to find all
documents referring to one and none referring to
the other in a targeted search is a goal of cross-
document entity coreference detection. Here we
describe some results from a system we built to
perform this task on Arabic documents. We base
our work partly on previous work done by Bagga
and Baldwin (Bagga and Baldwin, 1998), which
has also been used in later work (Chen and Mar-
tin, 2007). Other work such as Lloyd et al. (Lloyd,
2006) focus on techniques specific to English.
The main contribution of this work to cross-
document coreference lies in the conditions under
which it was done. Even now, there is no large-
scale resource—in terms of annotated data—for
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cross-document coreference in Arabic as there is
in English (e.g. WebPeople (Artiles, 2008)). Thus,
we employed techniques for high-performance
processing in a resource-poor environment. We
provide early steps in cross-document coreference
detection for resource-poor languages.

2 Approach

We treat cross-document entities as a set of graphs
consisting of links between within-document enti-
ties. The graphs are disjoint. Each of our systems
produces a list of such links as within-document
entity pairs (A, B). We obtain within-document
entities by running the corpus through a within-
document coreference resolver—in this case, Serif
from BBN Technologies.

To create the entity clusters, we use a union-
find algorithm over the pairs. If links (A, B)
and (C, B) appear in the system output, then
{A,B,C} are one entity. Similarly, if (X,Y)
and (Z,Y") appear in the output, then it will find
that {X,Y, Z} are one entity. If the algorithm
later discovers link (B, Z) in the system output, it
will decide that {A, B,C, X,Y, Z} are an entity.
This is efficiently implemented via a hash table
whose keys and values are both within-document
entity IDs, allowing the implementation of easily-
searched linked lists.

2.1 The baseline system

The baseline system uses a string matching cri-
terion to determine whether two within-document
entities are similar enough to be considered as part
of the same cross-document entity. Given within-
document entities A and B, the criterion is imple-
mented as follows:

1. Find the mention strings {ai,as,...} and
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{b1,ba,...} of A and B, respectively that are
the longest for that within-document entity
in the given document. (There may be more
than one longest mention of equal length for
a given entity.)

2. If any longest mention strings a,, and b,, exist
such that a,, = b,,, (exact string match), then
A and B are considered to be part of the same
cross-document entity. Otherwise, they are
considered to be different entities.

When the system decides that two within-
document entities are connected as a single cross-
document entity, it emits a link between within-
document entities A and B represented as the pair
(A, B). We maintain a list of such links, but we
omit all links between within-document entities in
the same document.

The output of the system is a list of pairwise
links. The following two experimental systems
also produce lists of pairwise links. Union is per-
formed between the baseline system’s list and the
lists produced by the other systems to create lists
of pairs that include the information in the base-
line. However, each of the following systems’
outputs are merged separately with the baseline.
By including the baseline results in each system,
we are able to clarify the potential of each addi-
tional technique to improve performance over a
technique that is cheap to run under any circum-
stances, especially given that our experiments are
focused on increasing the number of links in an
Arabic context where links are likely to be dis-
rupted by spelling variations.

2.2 Translingual projection

We implement a novel cross-language approach
for Arabic coreference resolution by expanding
the space of exact match comparisons to approxi-
mate matches of English translations of the Arabic
strings. The intuition for this approach is that of-
ten the Arabic strings of the same named entity
may differ due to misspellings, titles, or aliases
that can be corrected in the English space. The
English translations were obtained using a stan-
dard statistical machine translation system (Chi-
ang, 2007; Li, 2008) and then compared using an
alias match.

The algorithm below describes the approach,
applied to any Arabic named entities that fail the
baseline string-match test:

1. For a given candidate Arabic named entity
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pair (A, B), we project them into English by
translating the mentions using a standard sta-
tistical machine translation toolkit. Using the
projected English pair, say, (A’, B") we per-
form the following tests to determine whether
A and B are co-referent:

(a) We do an exact string-match test in the
English space using the projected enti-
ties (A’, B'). The exact string match test
is done exactly as in the baseline system,
using the set of longest named entities in
their respective co-reference chains.

(b) If (A, B') fail in the exact string-match
test as in the baseline, then we test
whether they belong to a list of high con-
fidence co-referent named-entity pairs'
precomputed for English using alias-
lists derived from Wikipedia.

(c) If (A, B') fails (a) and (b) then (A, B)
is deemed as non-coreferent.

While we hypothesize that translingual projection
via English should help in increasing recall since
it can work with non-exact string matches, it may
also help in increasing precision based on the as-
sumption that a name of American or English ori-
gin might have different variants in Arabic and that
translating to English can help in merging those
variants, as shown in figure 1.

Liile 3aacdl (Ms. Aisha) Aisha

Liile (Aisha) Aisha
Translate

via SMT

(S (Clenton) Clinton
453k (Clinton) Clinton
Qs (Cilinton) Clinton

Figure 1: Illustration of translingual projection
method for resolving Arabic named entity strings
via English space. The English strings in paren-
theses indicate the literal glosses of the Arabic
strings prior to translation.

2.3 Entity context similarity

The context of mentions can play an important role
in merging or splitting potential coreferent men-
"For example: (Sean Michael Waltman, Sean Waltman)

are high confidence-matches even though they are not an
exact-string match.



tions. We hypothesize that two mentions in two
different documents have a good chance of refer-
ring to the same entity if they are mentioned in
contexts that are topically very similar. A way of
representing a mention context is to consider the
words in the mention’s neighborhood. The con-
text of a mention can be defined as the words that
surround the mention in a window of »n (50 in our
experiments) tokens centered by the mention. In
our experiments, we used highly similar contexts
to link mentions that might be coreferent.

Computing context similarity between every
pair of large number of mentions requires a highly
scalable and efficient mechanism. This can be
achieved using MapReduce, a distributed comput-
ing framework (Dean, 2004)

Elsayed et al. (Elsayed, 2008) proposed an ef-
ficient MapReduce solution for the problem of
computing the pairwise similarity matrix in large
collections. They considered a “bag-of-words”
model where similarity of two documents d;
and d; is measured as follows: sim(d;,d;) =
Yted;nd; Wed; - We,d,;» where w(t, d) is the weight
of term ¢ in document d. A term contributes to
each pair that contains it. The list of documents
that contain a term is what is contained in the post-
ings of an inverted index. Thus, by processing
all postings, the pairwise similarity matrix can be
computed by summing term contributions. We use
the MapReduce framework for two jobs, inverted
indexing and pairwise similarity.

Elsayed et al. suggested an efficient df-cut strat-
egy that eliminates terms that appear in many doc-
uments (having high df) and thus contribute less
in similarity but cost in computation (e.g., a 99%
df-cut means that the most frequent 1% of the
terms were discarded). We adopted that approach
for computing similarities between the contexts
of two mentions. The processing unit was rep-
resented as a bag of n words in a window sur-
rounding each mention of a within-document en-
tity. Given a relatively small mention context, we
used a high df-cut value of 99.9%.

3 Experiments

We performed our experiments in the context of
the Automatic Content Extraction (ACE) eval-
vation of 2008, run by the National Institute
of Standards and Technology (NIST). The eval-
uation corpus contained approximately 10,000
documents from the following domains: broad-
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cast conversation transcripts, broadcast news tran-
scripts, conversational telephone speech tran-
scripts, newswire, Usenet Newsgroup/Discussion
Groups, and weblogs. Systems were required to
process the large source sets completely. For per-
formance measurement after the evaluation, NIST
selected 412 of the Arabic source documents out
of the larger set (NIST, 2008).

For development purposes we used the NIST
ACE 2005 Arabic data with within-document
ground truth. This consisted of 1,245 documents.
We also used exactly 12,000 randomly selected
documents from the LDC Arabic Gigaword Third
Edition corpus, processed through Serif. The Ara-
bic Gigaword corpus was used to select a thresh-
old of 0.4956 for the context similarity technique
via inspection of (A, B) link scores by a native
speaker of Arabic.

It must be emphasized that there was no ground
truth available for this task in Arabic. Performing
this task in the absence of significant training or
evaluation data is one emphasis of this work.

3.1 Evaluation measures

We used NIST’s scoring techniques to evaluate the
performance of our systems. Scoring for the ACE
evaluation is done using an scoring script provided
by NIST which produces many kinds of statistics.
NIST mainly uses a measure called the ACE value,
but it also computes B-cubed.

B-Cubed represents the task of finding cross-
document entities in the following way: if a user
of the system is searching for a particular Bush
and finds document D, he or she should be able to
find all of the other documents with the same Bush
in them as links from D—that is, cross-document
entities represent graphs connecting documents.
Bagga and Baldwin are able to define precision,
recall, and F-measure over a collection of docu-
ments in this way.

The ACE Value represents a score similar to
B-Cubed, except that every mention and within-
document entity is weighted in NIST’s specifica-
tion by a number of factors. Every entity is worth 1
point, a missing entity worth 0, and attribute errors
are discounted by multiplying by a factor (0.75 for
CLASS, 0.5 for TYPE, and 0.9 for SUBTYPE).

Before scoring can be accomplished, the enti-
ties found by the system must be mapped onto
those found in the reference provided by NIST.
The ACE scorer does this document-by-document,



selecting the mapping that produces the highest
score. A description of the evaluation method and
entity categorization is available at (NIST, 2008).

3.2 Results and discussion

The results of running the ACE evaluation script
on the system output are shown in table 1. The
translingual projection system achieves higher
scores than all other systems on all measures. Al-
though it achieves only a 2 point improvement
over the baseline ACE value, it should be noted
that this represents a substantial number of at-
tributes per cross-document entity that it is getting
right.

Thresh B-Cubed ACE
System hold | Prec | Rec | F Val.
Baseline 375 | 44.1 | 40.6 | 19.2
TrnsProj 384 | 448 | 41.3 | 21.2
CtxtSim 0.2 37.6 | 352 | 364 | 159
CtxtSim 0.3 374 | 43.8 | 40.3 | 18.9
CtxtSim 0.4 375 | 44.1 | 40.6 | 19.3
CtxtSim | 0.4956 | 37.5 | 44.1 | 40.6 | 19.3
CtxtSim 0.6 375 | 44.1 | 40.6 | 19.2

Table 1: Scores from ACE evaluation script.

On the other hand, as the context similarity
threshold increases, we notice that the B-Cubed
measures reach identical values with the baseline
but never exceed it. But as it decreases, it loses
B-Cubed recall and ACE value.

While two within-document entities whose
longest mention strings match exactly and are le-
gitimately coreferent are likely to be mentioned in
the same contexts, it seems that a lower (more lib-
eral) threshold introduces spurious links and cre-
ates a different entity clustering.

Translingual projection appears to include links
that exact string matching in Arabic does not—
part of its purpose is to add close matches to those
found by exact string matching. It is able to in-
clude these links partly because it allows access to
resources in English that are not available for Ara-
bic such as Wikipedia alias lists.

4 Conclusions and Future Work

We have evaluated and discussed a set of tech-
niques for cross-document coreference in Arabic
that can be applied in the absence of significant
training and evaluation data. As it turns out, an
approach based on machine translation is slightly
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better than a string-matching baseline, across all
measures. It worked by using translations from
Arabic to English in order to liberalize the string-
matching criterion, suggesting that using further
techniques via English to discover links may be
a fruitful future research path. This also seems
to suggest that a Bagga and Baldwin-style vector-
space model may not be the first approach to pur-
sue in future work on Arabic.

However, varying other parameters in the con-
text similarity approach should be tried in order
to gain a fuller picture of performance. One of
them is the df-cut of the MapReduce-based sim-
ilarity computation. Another is the width of the
word token window we used—we may have used
one that is too tight to be better than exact Arabic
string-matching.
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