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Abstract as a readily annotated corpus. Based on this data,
we have built a system to detect sentences that

We investigate the automatic detection of contain |inguistic hedges_ We compare a base-
sentences containing linguistic hedges us-  |ine relying on word frequency measures with one
ing corpus statistics and syntactic pat-  combining word frequency with shallow linguistic
terns. We take Wikipedia as an already  features.
annotated corpus using its tagged weasel
words which mark sentences and phrases 2 Related Work

as non-factual. We evaluate the quality of

tion, as well as shallow linguistic features. ~ cused almost exclusively on the biomedical do-
main. Light et al. (2004) present a study on an-
1 Introduction notating hedges in biomedical documents. They

) ] show that the phenomenon can be annotated ten-
While most research in natural language proces%étively reliably by non-domain experts when us-

ing is dealing with identifying, extracting and clas- g 5 (wo-way distinction. They also perform first
sifying facts, recent years have seen a surge in res, seriments on automatic classification.

search on sentiment aqd subjectivity (see Pang & Medlock & Briscoe (2007) develop a weakly
!_ee (5008) fotr) arkl)ovke r\clllew)l.OH?wever, svenﬁOp'n'supervised system for hedge classification in a
lons have to be backed up by facts to be e eCtIV?/ery narrow subdomain in the life sciences. They

as.arguments. Dlstlngwsh!ng fact_s from fiction €-start with a small set of seed examples known
quires to detect subtle variations in the use of lin-

istic devi h as linquistic hed hich i to indicate hedging. Then they iterate and ac-
guistic devices such as linguistic hedges whic In'quire more training seeds without much manual

dipate that speakers do not back up their Opinionﬁﬂervention (step 2 in their seed generation pro-
with facts (Lakoff, 1|973_; Hyland,|1998). it f cedure indicates that there is some manual inter-
Many NLP applications could benefit from vention). Their best system results in a 0.76 pre-

ident.ifying Iinguistig hedges, e.g. q%‘eS“O” aN-cision/recall break-even-point (BEP). While Med-
swering systems (Riloff et al., 2003), information . ¢ Briscoe use words as features, Szarvas
extraction from biomedical documents (Medlock(zoos) extends their work to n-grams. He also ap-

& Briscoe, 2007; Szarvas, 2008), and d(:“(:(:"'Otionmies his method to (slightly) out of domain data

detecpon (Bachenko etal., 2008)_‘ ) ] .. and observes a considerable drop in performance.
While NLP research on classifying linguistic

hedges has been restricted' to analysing. biomed \Weasal Words

cal documents, the above (incomplete) list of ap-

plications suggests that domain- and languageWikipedia editors are advised to avoideasel
independent approaches for hedge detection neadprds because they “offer an opinion without re-
to be developed. We investigate Wikipedia as aally backing it up, and ...are really used to ex-
source of training data for hedge classification. Wepress a non-neutral point of view.” Examples
adopt Wikipedia’s notion ofveasel wordswhich ~ for weasel words as given by the style guide-
we argue to be closely related to hedges and pr——+— _ o
M Wikipedia articles contain a spey, http:/fen. wi ki pedi a. or g/wi ki /
Vfaj[e states. Many Wikip e ) ) PEw ki pedi a: Guide_to_writing_better_
cific weasel tagso that Wikipedia can be viewed articl es
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lines? are: “Some people say ...", “I think ...", 'S M C

“Clearly ...”, “...is widely regarded as ...”, K|045 071 0.6
“It has been said/suggested/noticed ...", “It may S 0.78 0.6
be that ...” We argue that this notion is sim- M 0.8

ilar to linguistic hedging, which is defined by
Hyland (1998) as “...any linguistic means used
to indicate either a) a lack of complete com-
mitment to the truth value of an accompany- .

ing proposition, or b) a desire not to express:ags' Again, we created a balanced set of 500 sen-
that commitment categorically.” The Wikipedia ences. )

style guidelines instruct editors to, if they notice As.the number of weasel tags IS Very IO_W_ con-
weasel words, insert B{weasel - i nl i ne}} or sidering the number of sentences in the Wikipedia
a{{weasel - \;vor d}} tag (both of which we wil dumps, we still expected there to be a much higher
hereafter refer to as weasel tag) to mark sentencé«g"mber of potential weasel words which had not

Table 1: Pairwise inter-annotator agreement

or phrases for improvement, e.g. yet been tagged leading to false positives. There-
fore, we also annotated a small sample manu-

(1) G hers argue {{weasel-inline}} that ally. One of the authors, two linguists and one
the news nedia are sinply catering computer scientist annotated 100 sentences each,

to public demand. .

50 of which were the same for all annotators to
(2) ...therefore Anerica is viewed by enable measuring agreement. The annotators la-
some {{weasel -inline}} technol ogy beled the data independently and following anno-

pl anners as falling further behind

Eur ope . . . tation guidelines which were mainly adopted from

the Wikipedia style guide with only small adjust-
4 Dataand Annotation ments to match our pre-processed data. We then
usedCohen’s Kappa(x) to determine the level
Weasel tags indicate that an article needs to be inef agreement (Carletta, 1996). Table 4 shows the
proved, i.e., they are intended to be removed afteagreement between each possible pair of annota-
the objectionable sentence has been edited. Thisrs. The overall inter-annotator agreement was
implies that weasel tags are short lived, very sparse = 0.65, which is similar to what Light et al.
and that — because weasels may not have bedB004) report but worse than Medlock & Briscoe’s
discovered yet — not all occurrences of linguistic(2007) results. As Gold standard we merged all
hedges are tagged. Therefore we collected not orfeur annotations sets. From the 50 overlapping in-
but several Wikipedia dump#$rom the years 2006 stances, we removed those where less than three
to 2008. We extracted only those articles that conannotators had agreed on one category, resulting
tained the strind {weasel . Out of these articles, in a set of 246 sentences for evaluation.
we extracted 168,923 unique sentences containing
437 weasel tags. 5 Method
We use the dump completed on July 14, 2008 ,
as development test data. Since weasel tags arer Words Preceding Weasel Tags

very sparse, any measure of precision would hav@e investigate the five words occurring right be-
been overwhelmed by false positives. Thus weore each weasel tag in the corpus (but within the
created a balanced test set. We chose one randogame sentence), assuming that weasel phrases con-
non-tagged sentence per tagged sentence, resutkin at most five words and weasel tags are mostly
ing (after removing corrupt data) in a set of 500insertedbehindweasel words or phrases.
sentences. We removed formatting, comments and Each word within these 5-grams receives an in-
links to references from all dumps. As testing datagjvidual score, based a) on the relative frequency
we use the dump completed on March 6, 2009¢f this word in weasel contexts and the corpus in
It Comprises 70,437 sentences taken from artiCIegeneraj and b) on the average distance the word
containing the string {weasel with 328 weasel has to a weasel tag, if found in a weasel context.
e . o We assume that a word is an indicator for a weasel
http://en.w ki pedi a. org/ wi ki/ - .
W ki pedi a: Avoi d_weasel _wor ds if it occurs close before a weasel tag. The final
Sht t p: / / downl oad. wi ki pedi a. or g/ scoring function for each word in the training set
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is thus: 2. Passive constructionSt(is believed”, “It is

considered)
Score(w) = RelF(w) + AvgDist(w) (1)
3. Adverbs {Often”, “Probably” )

with W (w) We POS-tagged the test data with the TnT tagger

= m (2) (Brants, 2000) and developed finite state automata

0g2{AW to detect such constellations. We combine these
and syntactic patterns with the word-scoring function
from above. If a pattern is found, only the head

O of the pattern (i.e., adverbs, main verbs for passive
>j=0 dist(w, weaseltag;) patterns, nouns and quantifiers for numerically un-

3) derspecified subjects) is assigned a score. The

W (w) denotes the number of times wotdoc-  scoring functionadding syntactic patterns (asp)
curred in the context of a weasel tag, whereasgr each sentence is:

C(w) denotes the total number of times oc-

curred in the corpus. The basic idea of thel F’ headss

score is to give those words a high score, which oc- asp(S) =tanh Y Score(w;) (6)

cur frequently in the context of a weasel tag. How- =0

ever, due to the sparseness of tagged instancedlere headss = the number of pattern heads

words that occur with a very high frequency in thefound in sentencé’.

corpus automatically receive a Iower score tharé3 Results and Discussion

low-frequent words. We use the logarithmic func-

tion to diminish this effect. Both, the classifier based owords preceding
In equation 3, for each weasel context weasel (wpwand the one based @uded syntac-

dist(w, weaseltag;) denotes the distance of word tic patterns (aspperform comparably well on the

w to the weasel tag ifi. A word that always ap- development test datavpwreaches a 0.69 preci-

pears directly before the weasel tag will receivesion/recall break-even-point (BEP) with a thresh-

an AvgDist value of 1, a word that always ap- old of o = 0.99, whileaspreaches a 0.70 BEP with

pears five words before the weasel tag will receivea threshold ot = 0.76.

an AvgDist value of%. The score for each word  Applied to the test data these thresholds yield an

is stored in a list, based on which we derive theF-Score of 0.70 fowpw (prec. = 0.55/rec. = 0.98)

classifier ords preceding weasel (wpw)Each and an F-score of 0.68 (prec. = 0.69/rec. = 0.68)

RelF (w)

AvgDist(w) =

sentenceés is classified by for asp(Table 2 shows results at a few fixed thresh-
olds allowing for a better comparison). This indi-
S — weasel if wpw(S) > o (4) cates that the syntactic patterns do not contribute

to the regeneration of weasel tags. Word frequency
whereo is an arbitrary threshold used to control and distance to the weasel tag are sufficient.

the precision/recall balance andpw(S) is the The decreasing precision of both approaches
sum of scores over all words ifi, normalized by  when trained on more tagged sentences (i.e., com-
the hyperbolic tangent: puted with a higher threshold) might be caused by

the great number of unannotated weasel words. In-
deed, an investigation of the sentences scored with
the added syntactic patterns showed that many
high-ranked sentences were weasels which had
with |S| = the number of words in the sentence. not been tagged. A disadvantage of the weasel
tag is its short life span. The weasel tag marks a

IS
wpw(S) = tanh Z Score(w;) (5)
i=0

5.2 Adding shallow linguistic features phrase that needs to be edited, thus, once a weasel
A great number of the weasel words in Wikipediaword has been detected and tagged, it is likely to
can be divided into three categories: get removed soon. The number of tagged sen-

tences is much smaller than the actual number of
1. Numerically underspecified subjects¢me weasel words. This leads to a great number of
people”, “Experts”, “Many”) false positives.

175



S 60 .70 .76 .80 .90 .98 Wikipedia. For a narrow domain, we suggest to
wpw | 68 .68 .68 .69 .69 .70 start with our approach for deriving a seed set of
asp 67 68 .68 .68 .61 .59 hedging indicators and then to use a weakly super-

ma”“"’\‘/'v S\C‘V”Ot- s . .. & vised approach.
asp 68 69 69 69 .70 .65 Though our classifiers were trained on data

. from multiple Wikipedia dumps, there were only
Table 2: F-scores at different thresholds (bold af few hundred training instances available. The
the precision/recall break-even-points determine¢ansient nature of the weasel tag suggests to
on the development data) use the Wikipedia edit history for future work,
since the edits faithfully record all occurrences of

The difference betweewpw andaspbecomes weasel tags.

more distinct when the manually annotated dat&AcknowIedgments. This work has been par-

form the test set. Heraspoutperformswpwby  tia|ly funded by the European Union under the
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