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Abstract

A number of studies have presented
machine-learning approaches to semantic
role labeling with availability of corpora
such as FrameNet and PropBank. These
corpora define the semantic roles of predi-
cates for each frame independently. Thus,
it is crucial for the machine-learning ap-
proach to generalize semantic roles across
different frames, and to increase the size
of training instances. This paper ex-
plores several criteria for generalizing se-
mantic roles in FrameNet: role hierar-
chy, human-understandable descriptors of
roles, semantic types of filler phrases, and
mappings from FrameNet roles to the-
matic roles of VerbNet. We also pro-
pose feature functions that naturally com-
bine and weight these criteria, based on
the training data. The experimental result
of the role classification shows 19.16%
and 7.42% improvements in error reduc-
tion rate and macro-averaged F1 score, re-
spectively. We also provide in-depth anal-
yses of the proposed criteria.

Introduction

}@is.s.u-tokyo.ac.jp

buy.v PropBank FrameNet
Frame | buy.01 Commercebuy
Roles | ARGO: buyer Buyer

ARG1: thing bought | Goods

ARG2: seller Seller

ARG3: paid Money

ARG4: benefactive | Recipient

Figure 1: A comparison of frames fdy.vde-
fined in PropBank and FrameNet

Moschitti et al., 2007), and information extrac-
tion (Surdeanu et al., 2003).

Inrecent years, with the wide availability of cor-
pora such as PropBank (Palmer et al., 2005) and
FrameNet (Baker et al., 1998), a number of stud-
ies have presented statistical approaches to SRL
(Marquez et al., 2008). Figure 1 shows an exam-
ple of the frame definitions for a vetluyin Prop-
Bank and FrameNet. These corpora define a large
number of frames and define the semantic roles for
each frame independently. This fact is problem-
atic in terms of the performance of the machine-
learning approach, because these definitions pro-
duce many roles that have few training instances.

PropBank defines a frame for each sense of
predicates (e.g.buy.0), and semantic roles are
defined in a frame-specific manner (elmyerand
sellerfor buy.0). In addition, these roles are asso-
ciated with tags such a8sRGO0-5andAM-*, which

Semantic Role Labeling (SRL) is a task of analyz-are commonly used in different frames. Most
ing predicate-argument structures in texts. MoreéSRL studies on PropBank have used these tags
specifically, SRL identifies predicates and theirin order to gather a sufficient amount of training
arguments with appropriate semantic roles. Redata, and to generalize semantic-role classifiers
solving surface divergence of texts (e.g., voiceacross different frames. However, Yi et al. (2007)
of verbs and nominalizations) into unified seman+eported that tag®ARG2-ARG5 were inconsis-

tic representations, SRL has attracted much atent and not that suitable as training instances.
tention from researchers into various NLP appli-Some recent studies have addressed alternative ap-
cations including question answering (Narayanamroaches to generalizing semantic roles across dif-
and Harabagiu, 2004; Shen and Lapata, 2007#grent frames (Gordon and Swanson, 2007; Zapi-
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Figure 2: An example of role groupings using different criteria.

rain et al., 2008). tic role, Baldewein et al. (2004) re-used the train-
FrameNet designs semantic roles as frame spdig instances of other roles that were similar to the
cific, but also defines hierarchical relations of setarget role. As similarity measures, they used the
mantic roles among frames. Figure 2 illustrated=rameNet hierarchy, peripheral roles of FrameNet,
an excerpt of the role hierarchy in FrameNet; thisand clusters constructed by a EM-based method.
figure indicates that thBuyerrole for theCom-  Gordon and Swanson (2007) proposed a general-
mercebuy frame Commerce_buy::Buyer here- ization method for the PropBank roles based on
after) and th&€Commerce_sell::Buyer role are in-  syntactic similarity in frames.
herited from theTransfer::Recipient role. Al- Many previous studies assumed that thematic
though the role hierarchy was expected to generroles bridged semantic roles in different frames.
alize semantic roles, no positive results for roleGildea and Jurafsky (2002) showed that classifica-
classification have been reported (Baldewein et altjon accuracy was improved by manually replac-
2004). Therefore, the generalization of semantiétng FrameNet roles into 18 thematic roles. Shi
roles across different frames has been brought ugnd Mihalcea (2005) and Giuglea and Moschitti
as a critical issue for FrameNet (Gildea and Juraf{2006) employed VerbNet thematic roles as the
sky, 2002; Shi and Mihalcea, 2005; Giuglea andarget of mappings from the roles defined by the
Moschitti, 2006) different semantic corpora. Using the thematic
In this paper, we explore several criteria for gen+oles as alternatives oARG tags, Loper et al.
eralizing semantic roles in FrameNet. In addi-(2007) and Yi et al. (2007) demonstrated that the
tion to the FrameNet hierarchy, we use varioustlassification accuracy of PropBank roles was im-
pieces of information: human-understandable deproved forARG2roles, but that it was diminished
scriptors of roles, semantic types of filler phrasesfor ARG1 Yi et al. (2007) also described that
and mappings from FrameNet roles to the themati@RG2-5were mapped to a variety of thematic
roles of VerbNet. We also propose feature func+oles. Zapirain et al. (2008) evaluated PropBank
tions that naturally combines these criteria in aARG tags and VerbNet thematic roles in a state-of-
machine-learning framework. Using the proposedhe-art SRL system, and concluded that PropBank
method, the experimental result of the role classiARGtags achieved a more robust generalization of
fication shows 19.16% and 7.42% improvementghe roles than did VerbNet thematic roles.
in error reduction rate and macro-averaged F1, re-
spectively. We provide in-depth analyses with re-3 Role Classification

spect to these criteria, and state our conclusions. i i
SRL is a complex task wherein several problems

2 Related Work are intertwined: frame-evoking word identifica-
tion, frame disambiguatior(selecting a correct
Moschitti et al. (2005) first classified roles by us-frame from candidates for the evoking word)le-
ing four coarse-grained classes (Core Roles, Adphrase identificatior(identifying phrases that fill
juncts, Continuation Arguments and Co-referringsemantic roles), anmle classification(assigning
Arguments), and built a classifier for each coarsecorrect roles to the phrases). In this paper, we fo-
grained class to tag PropBaRGtags. Even cus on role classification, in which the role gen-
though the initial classifiers could perform rougheralization is particularly critical to the machine
estimations of semantic roles, this step was nolearning approach.
able to solve the ambiguity problem in PropBank In the role classification task, we are given a
ARG2-5 When training a classifier for a seman-sentence, a frame evoking word, a frame, and
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Figure 4: Examples for each type of role group.

INPUT: role at a node in the hierarchy inherits the char-

frame= Commerce_sell foti ;

candicte. roles={ Seller, Buyer, Goods, Reason, Timme, . . Place} acteristics of the roles of its ancestor nodes. For

sentence= Can't [you] [Sell commerce sl [the factory] [to some other example,Commerce_sell::Seller in Figure 2 in-
company]? herits the property oGiving::Donor.

OUTPUT: For Inheritance Using Perspectiveon, and

sentence= Can't [you gy [SEll Commerce_sall [the factory goaqsl
[to some other company gy ?

Subframerelations, we assume that descendant
roles in these relations have the same or special-
ized properties of their ancestors. Hence, for each
role y;, we define the following two role groups,

Figure 3. An example of input and output of role
classification.

HEM = {yly = y; v yis achild ofy,},

phrases that take semantic roles. We are interHy™ = {yly =y; Vyis a descendant of }.
ested in choosing the correct role from the can-
didate roles for each phrase in the frame. Figure
shows a concrete example of input and output; the
semantic roles for the phrases are chosen from t
candidate rolesSeller, Buyer, Goods, Reason,

... , andPlace.

he hierarchical-relation groups in Figure 4 are
e illustrations offjec.

h For the relation typesinchoativeof and
Sausativeof, we define role groups in the oppo-
site direction of the hierarchy,

L m HP™e = {yly = y; v y is a parent of;},
4 Design of Role Groups pance {yly = vi V y is an ancestor af; }.

We formalize the generalization of semantic rolesthis is pecause lower roles dhchoativeof

as the act of grouping several roles into a,nq caysativeof relations represent more neu-
class. ~We define aole group as a set of ) stances or consequential states; for example,
role labels grouped by a criterion. Flggre 4Ki||ing:;victim is a parent oDeath::Protagonist
shows examples of role groups; a gro@W- i, the Causativeof relation.

ing::Donor (in the hierarchical-relation groups)  ging)ly, the Precedeselation describes the se-
contains the rolesGiving::Donor and Com-  gyence of states and events, but does not spec-
merce_pay::Buyer. The remainder of this section i, he direction of semantic inclusion relations.
describes the grouping criteria in detail. Therefore, we simply trﬁgmd’ H;ifsc, Hpiarent,

: . . nd H2"<¢ for this relation .
4.1 Hierarchical relations among roles and i, for this relation type

FrameNet defines hierarchical relations amondh-2 Human-understandable role descriptor
frames (frame-to-frame relations). Each relationFrameNet defines each role as frame-specific; in

is assigned one of the seven types of directionabther words, the same identifier does not appear
relationshipslfiheritance Using Perspectiveon,  in different frames. However, in FrameNet,
Causativeof, Inchoativeof, Subframe andPre- human experts assign a human-understandable
cede}. Some roles in two related frames are alsmame to each role in a rather systematic man-
connected with role-to-role relations. We assumaner. Some names are shared by the roles in
that this hierarchy is a promising resource for gendifferent frames, whose identifiers are dif-
eralizing the semantic roles; the idea is that thderent. Therefore, we examine the semantic

21



commonality of these names; we construct ar{y|SemLink mapg into the thematic role; }.
equivalence class of the roles sharing the same SemLink currently maps 1,726 FrameNet roles
name. We call these human-understandablito VVerbNet thematic roles, which are 37.61% of
namesrole descriptors In Figure 4, the role- roles appearing at least once in the FrameNet cor-
descriptor groupBuyer collects the roleCom-  pus. This may diminish the effect of thematic-role
merce_pay::Buyer,  Commerce_buy::Buyer, groups than its potential.
andCommerce_sell::Buyer.

This criterion may be effective in collecting 5 Role classification method
similar roles since the descriptors have been annqs
tated by intuition of human experts. As illustrated
in Figure 2, the role descriptors group the seman¥Ve are given a frame-evoking word a frame f
tic roles which are similar to the roles that theand a role phrase detected by a human or some
FrameNet hierarchy connects as sister or parenfutomatic process in a sentencelet Y; be the
child relations. However, role-descriptor groupsset of semantic roles that FrameNet defines as be-
cannot express the relations between the role§g possible role assignments for the frajyeand
as inclusions since they are equivalence classel®tx = {z1,...,z,} be observed features far
For examp|e, the role€ommerce_sell::Buyer from s, e andf. The task of semantic role classifi-
and Commerce_buy::Buyer are included in the cation can be formalized as the problem of choos-
role descriptor groudBuyer in Figure 2; how- ing the most suitable rolg from Y;. Suppose we
ever, it is difficult to mergeGiving::Recipient have a modelP(y|f,x) which yields the condi-
and Commerce_sell::Buyer because theCom-  tional probability of the semantic rolgfor given
merce_sell::Buyer has the extra property that one f andx. Then we can chooggas follows:
gives something of value in exchange and a hu-
man assigns different descriptors to them. We ex- g = argmax P(y|f, x). @)
pect that the most effective weighting of these two yeys
criteria will be determined from the training data.

1 Traditional approach

A traditional way to incorporate role groups
into this formalization is to overwrite each role
y in the training and test data with its role
We consider that the selectional restriction is helpgroup m(y) according to the memberships of
ful in detecting the semantic roles. FrameNet prothe group. For example, semantic rolésm-
vides information concerning the semantic typesmerce_sell::Seller andGiving::Donor can be re-
of role phrases (fillers); phrases that play speplaced by their thematic-role grodfheme::Agent
cific roles in a sentence should fulfill the se-in this approach. We determine the most suitable
mantic constraint from this information.  For role groupé as follows:
instance, FrameNet specifies the constraint that
Self_motion::Area should be filled by phrases ¢= argmax Pp(cf,x). (2
whose semantic type ikocation Since these ce{m(y)lyeYs}
types suggest a coarse-grained categorization of

semantic roles, we construct role groups that con- (Iere, Pm(C\{, x) present:; thel p~r<_)bab|I|ty (.)f the
tain roles whose semantic types are identical. role groupe for f andx. The rolej IS determ_med
uniquely iff a single roley € Y} is associated

4.4 Thematic roles of VerbNet with ¢. Some previous studies have employed this
. _ idea to remedy the data sparseness problem in the
VerbNeft thematic r_oles are 23 frame-mdependen[training data (Gildea and Jurafsky, 2002). How-
semantic categorle_s for arguments of Verbsever, we cannot apply this approach when multi-
such asAgent Patient Theme and Source aige roles inY; are contained in the same class. For

4.3 Semantic type of phrases

Th ri hav n nsis:- .
ese categories have been used as co S xample, we can construct a semantic-type group
tent labels across verbs. We use a parti

. bet E Net rol d Verb t::Stateof_affairsin which Giving::Reason and
mapping between Framemet roles and ver Giving::Means are included, as illustrated in Fig-
Net thematic roles provided by SemLink

Each . tructed  ure 4. If ¢ = St::Stateof_affairs, we cannot dis-
ach group is constructed as a sgf = ambiguate which original role is correct. In ad-
http://verbs.colorado.edu/semlink/ dition, it may be more effective to use various
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groupings of roles together in the model. For in- In this way, we obtainx-group functions for
stance, the model could predict the correct rolgy)| grouping methods, e_ggiheme, g?lerarchy_
Commerce_sell::Seller for the phrase “you” in  The role-group features will receive more training
Figure 3 more confidently, if it could infer its jnstances by collecting instances for fine-grained
thematic-role group asheme::Agenand its par- rgles. Thus, semantic roles with few training in-
ent groupGiving::Donor correctly. Although the  stances are expected to receive additional clues
ensemble of various groupings seems promisingyom other training instances via role-group fea-
we need an additional procedure to prioritize thgres. Another advantage of this approach is that
groupings for the case where the models for mulyne ysefulness of the different role groups is de-
tiple role groupings disagree; for example, itis Un-termined by the training processes in terms of
satisfactory if two models assign the groups-  ejghts of feature functions. Thus, we do not need
ing::ThemeandTheme::Agento the same phrase. tg gssume that we have found the best criterion for
grouping roles; we can allow a training process to

) choose the criterion. We will discuss the contribu-
We thus propose an.other approach thaF INCOTPYons of different groupings in the experiments.
rates group information as feature functions. We

model the conditional probabilit)(y|f,x) by us- 5.3 Comparison with related work

5.2 Role groups as feature functions

ing the maximum entropy framework, Baldewein et al. (2004) suggested an approach
p(ylf, %) = exp(D_; Migi(%,9)) 3) that uses r.ole. d?scriptors ?n.d hierarchigal rclala-
) >oyev; exP(; Aigi(%, 1)) tions as criteria for generalizing semantic roles

in FrameNet. They created a classifier for each
Here,G = {g;} denotes a set af feature func- frame, additionally using training instances for the
tions, andA = {);} denotes a weight vector for role A to train the classifier for the rolB, if the
the feature functions. roles A and B were judged as similar by a crite-
In general, feature functions for the maximumrion. This approach performs similarly to the over-
entropy model are designed as indicator functionsvriting approach, and it may obscure the differ-
for possible pairs ofc; andy. For example, the ences among roles. Therefore, they only re-used
event where the head word ofis “you” (1 = 1)  the descriptors as a similarity measure for the roles
andz plays the rolesCommerce_sell::Sellerina  whosecorenessvasperipheral 2
sentence is expressed by the indicator function,  In contrast, we use all kinds of role descriptors
to construct groups. Since we use the feature func-

role 1 (z1=1A tions for both the original roles and their groups,
g (%) = y = Commerce.sell::Seller) . appropriate units for classification are determined
0 (otherwiseg automatically in the training process.
(4) 6 Exper 4 Di .
We call this kind of feature function aarole. Xperiment and Discussion

In order to incorporate role groups into thewe ysed the training set of the Semeval-2007
model, we also include all feature functions for ghared task (Baker et al., 2007) in order to ascer-
possible pairs of:; and role groups. Equation 5 t5in the contributions of role groups. This dataset
is an example of a feature function for instancesonsists of the corpus of FrameNet release 1.3
where the head word af is “you” andy isinthe  (containing roughly 150,000 annotations), and an
role groupTheme::Agent additional full-text annotation dataset. We ran-
1 (21 =1A domly extracted 10% of the dataset for testing, and

- used the remainder (90%) for training.
theme, ) = € Theme::Agent. (5) ,
92 Y= Y me--Agent. Performance was measured by micro- and
0 (otherwisg macro-averaged F1 (Chang and Zheng, 2008) with
respect to a variety of roles. The micro average bi-

Thus, this feature function fires for the roles wher- .
ases each F1 score by the frequencies of the roles,

ever the head word “you” playdgent(e.g.,Com-

merce_sell::Seller, Commerce_buy::Buyer and 2In FrameNet, each role is assigned one of four different
L ’ s types ofcorenesgcore core-unexpressegeripheral extra-
Giving::Donor). We call this kind of feature func- vp dcore pressegeripheral

- ) thematig It represents the conceptual necessity of the roles
tion anx-groupfunction. in the frame to which it belongs.

23



and the average is equal to the classification accu- [ oaure e e o
racy when we calculate it with all of the roles in :g:g ggzgzgg (replace gg;g ;g?g 1613;;
the test set. In contrast, the macro average does hierarchical relation | 90.25 | 72.41 | 11.40
not bias the scores, thus the roles having a small Semarc NP oo | eoor | 1238
number of instances affect the average more than Al 91.10 | 7592 | 19.16

the micro average. _
Table 1. The accuracy and error reduction rate of

6.1 Experimental settings role classification for each type of role group.
We constructed a baseline classifier that uses , _
Feature #instances| Pre. Rec. Micro
only the x-role features. The feature de- baseline <10 | 63.80 | 38.00 | 47.66
sign is similar to that of the previous stud- SN R e N R
ies (Marquez et al., 2008). The characteristics +allgroups | <10 | 72.57 | 5585 | 63.12
. <20 76.30 | 65.41 | 70.43
of x are: frame, frame evoking word, head <50 | 80.86 | 7459 | 77.60

word, content word (Surdeanu et al., 2003),
first/last word, head word of left/right sister,  Table 2: The effect of role groups on the roles with
phrase type, position, voice, syntactic path (di- few instances.

rected/undirected/partial), governing category
(Gildea and Jurafsky, 2002MWordNet super-
sense in the phrasge combination features of
frame evoking word & headword, combination
features oframe evoking word & phrase type,
and combination features wbice & phrase type

plement each other with respect to semantic role
generalization. Baldewein et al. (2004) reported
that hierarchical relations did not perform well for

their method and experimental setting; however,
we found that significant improvements could also
We also usedoS tagsandstem forms as extra be achieved with hierarchical relations. We also

feé\l/t;gismogIg;g(;"’g?;i?;{;i'd Johnson's reranktried a traditional label-replacing approach with
role descriptors (in the third row of Table 1). The
ing parser (Charniak and Johnson, 2005) to an b ( ! W )

| tactic t A it iive for th comparison between the second and third rows in-
alyze syntaclic tfrees. ~As an afternative 1or th€y;oie5 that mixing the original fine-grained roles

traditional named-entity features, we used Word-

. . and the role groups does result in a more accurate
Net supersenses: 41 coarse-grained semantic Cag?éssification

gories of words such as person, plant, state, event, Bv using all tvoes of aroups together. the
time, location. We used Ciaramita and Altun’s Su- y 9 yp group : _g .
: . model reduced 19.16 % of the classification errors
per Sense Tagger (Ciaramita and Altun, 2006) t :
. . _frgm the baseline. Moreover, the macro-averaged
tag the supersenses. The baseline system achlevlg . ;
. : scores clearly showed improvements resulting
89.00% with respect to the micro-averaged F1. . .
. . - from using role groups. In order to determine
Thex-groupfeatures were instantiated similarly .
the reason for the improvements, we measured

to the x-role features; thex-group features com- . .
. . . the precision, recall, and F1-scores with respect

bined the characteristics &fwith the role groups . o
to roles for which the number of training instances

presented in this paper. The total number of fea-
tures generated for al-roles and x-groupswas was at most 10, 20, and 50. In Table 2, we show

74,873,602. The optimal weights of the fea- that the micro-averaged F1 score for roles hav-

tures were obtained by the maximum a postelng 10 instances or less was improved (by 15.46

o (WAP)estmaton. We maximized an.- _or'S)en Sl o were e, T e
regularized log-likelihood of the training set us- 99 groups, by

ing the Limited-memory BFGS (L-BFGS) method brld_glng similar semantic _roles, they gupply _roles
having a small number of instances with the infor-
(Nocedal, 1980).

mation from other roles.

6.2 Effect of role groups

Table 1 shows the micro and macro averages of F?'g Analyses of role descriptors

scores. Each role group type improved the micrdn Table 1, the largest improvement was obtained
average by 0.5 to 1.7 points. The best result waby the use of role descriptors. We analyze the ef-
obtained by using all types of groups together. Thdect of role descriptors in detail in Tables 3 and 4.

result indicates that different kinds of group com-Table 3 shows the micro-averaged F1 scores of all
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Coreness #roles | #instances/#role| #groups | #instances/#group #roles/#group
Core 1902 122.06 655 354.4 2.9
Peripheral 1924 25.24 250 194.3 7.7
Extra-thematic| 763 13.90 171 62.02 4.5

Table 4: The analysis of the numbers of roles, instances, and role-descriptor groups, for each type of
coreness.

Coreness Micro No. | Relation Type Micro

Baseline 89.00 - baseline 89.00

Core 89.51 1 + Inheritance (children) 89.52

Peripheral 90.12 2 + Inheritance (descendants) 89.70

Extra-thematic | 89.09 3 + Using (children) 89.35

All 90.77 4 + Using (descendants) 89.37

5 + Perspective on (children) 89.01

6 + Perspective on (descendants) 89.01

Table 3: The effect of employing role-descriptor 7 | +Subframe (children) 89.04
8 + Subframe (descendants) 89.05

groups of each type of coreness. 9 | + Causative of (parents) 89.03
10 | + Causative of (ancestors) 89.03

11 + Inchoative of (parents) 89.02

. . 12 + Inchoative of (ancestors) 89.02
semantic roles when we use role-descriptor groups 13 | + Precedes (children) 89.01
14 + Precedes (descendants) 89.03

constructed from each type of coreness (8ope- 15 | +Precedes (parents) 89.00
ripheral, and extra-thematic) individually. Tpe- T | et b 10.12.14} 9025

ripheral type generated the largest improvements.

Table 4 shows the number of roles associatedable 5: Comparison of the accuracy with differ-
with each type of coreness (#roles), the number oént types of hierarchical relations.
instances for the original roles (#instances/#role),
the number of groups for each type of coreness ) i .
(#groups), the number of instances for each groug?m'c roles associated Wl.th these types. We ob-
(#instances/#group), and the number of roles pé ined better results by using not only groups for
each group (#rolesl#group). In thgeripheral parent roles, but also'groups for. all ancestqrs. The
type, the role descriptors subdivided 1,924 distincP€St result was obtained by using all relations in
roles into 250 groups, each of which contained 7_-;he hierarchy.
roles on average. Theeripheral type included
semantic roles such gdace time reason dura-
tion. These semantic roles appear in many frameglable 6 reports the precision, recall, and micro-
because they have general meanings that can gweraged F1 scores of semantic roles with respect
shared by different frames. Moreover, the semantO each coreness tyfeln general, semantic roles
tic roles ofperipheraltype originally occurred in of the core coreness were easily identified by all
only a small number (25.24) of training instancesOf the grouping criteria; even the baseline system
on average. Thus, we infer that tiperipheral obtained an F1 score of 91.93. For identifying se-
type generated the largest improvement becaudBantic roles of theeripheraland extra-thematic

semantic roles in this type acquired the greatedyPes of coreness, the simplest solution, the de-
benefit from the generalization. scriptor criterion, outperformed other criteria.

In Table 7, we categorize feature functions
6.4 Hierarchical relations and relation types whose weights are in the top 1000 in terms of

We analyzed the contributions of the FrameNet higreatest absolute value. The behaviors of the role
erarchy for each type of role-to-role relations andd"oups can be distinguished by the following two
for different depths of grouping. Table 5 showsCharacteristics. Groups of role descriptors and se-
the micro-averaged F1 scores obtained from varfantic types have large weight values for the first
ious relation types and depths. Theheritance word and supersense features, which capture the
andUsingrelations resulted in a slightly better ac- characteristics of adjunctive phrases. The original
curacy than the other types. We did not observéoles and hierarchical-relation groups have strong
any real differences among the remaining five re-  4The figures of role descriptors in Tables 4 and 6 differ.

lation types, possibly because there were few sdn Table 4, we measured the performance when we used one
I — or all types of coreness for training. In contrast, in Table 6,

3We includeCore-unexpresseih core, because it has a we used all types of coreness for training, but computed the
property ofcoreinside one frame. performance of semantic roles for each coreness separately.

6.5 Analyses of different grouping criteria
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Feature Type Pre. Rec Micro features ofr class type
baseline c 91.07 | 92.83 | 91.93 or hr i st vn
p 81.05 | 76.03 | 78.46 frame 0 4 0 1 0
e 78.17 | 66.51 | 71.87 evoking word 3 4 7 3 0
+ descriptor group| ¢ 92.50 | 93.41 | 92.95 ew & hw stem 9 34 20 8 0
p 84.32 | 82.72 | 8351 ew & phrase type| 11 7 11 3 1
e 80.91 | 69.59 | 74.82 head word 13 19 8 3 1
+ hierarchical [§ 92.10 | 93.28 | 92.68 hw stem 11 17 8 8 1
relation p 82.23 | 79.84 | 81.01 content word 7 19 12 3 0
class e 7794 | 65.58 | 71.23 cw stem 11 26 13 5 0
+ semantic c 92,23 | 93.31 | 92.77 cw PoS 4 5 14 15 2
type group p 8366 | 81.76 | 82.70 directed path 19 27 24 6 7
e 80.29 | 67.26 | 73.20 undirected path 21 35 17 2 6
+ VN thematic C 9157 | 93.06 | 92.31 partial path 15 | 18 | 16 | 13 | 5
role group ] 80.66 | 76.95 | 78.76 last word 15 18 | 12 3 2
e 7812 | 66.60 | 71.90 first word 11 23 53 26 10
+ all group c 92.66 | 93.61 | 93.13 supersense 7 7 35 25 4
p 84.13 | 82.51 | 83.31 position 4 6 30 9 5
e 80.77 | 6856 | 74.17 others 27 29 33 19 6
total 188 | 298 | 313 | 152 | 50

I??elifs:sThihprri(l:(leSIorT) ang re_l? a”;::?g;gf: t?]f'l'able 7: The analysis of the top 1000 feature func-
W groups.1yp P ._Tions. Each number denotes the number of feature
type of coreness; ¢ denotes core, p denotes perip

) unctions categorized in the corresponding cell.
eral, and e denotes extra-thematic. 9 P 9

Notations for the columns are as follows. ‘or”
original role, ‘hr’: hierarchical relation, ‘rd’: role
associations with lexical and structural characterdescriptor, ‘st': semantic type, and ‘vn’: VerbNet
istics such as the syntactic path, content word, anthematic role.

head word. Table 7 suggests that role-descriptor

groups and semantic-type groups are effective fothe hierarchy.

peripheralor adjunctive roles, and hierarchical re- Since we used the latest release of FrameNet

lation groups are effective faoreroles. in order to use a greater number of hierarchical
role-to-role relations, we could not make a direct
7 Conclusion comparison of performance with that of existing

systems; however we may say that the 89.00% F1
We have described different criteria for genera|‘micro-average of our baseline system is roughly
izing semantic roles in FrameNet. They Were:comparable to the 88.93% value of Bejan and
role hierarchy, human-understandable descriptorﬁathaway (2007) for SemEval-2007 (Baker et al.,
of roles, semantic types of filler phrases, andypg7)5 |n addition, the methodology presented in
mappings from FrameNet roles to thematic roI_esthiS paper applies generally to any SRL resources;
of VerbNet. We also proposed a feature desighye are planning to determine several grouping cri-
that combines and weights these criteria using thgsria from existing linguistic resources and to ap-

training dz_ata. The experimental result of the rolelo|y the methodology to the PropBank corpus.
classification task showed a 19.16% of the error

reduction and a 7.42% improvement in the macroAcknowledgments

averaged F1 score. In particular, the method w: . . :
have presented was able to classify roles havinggririit:tzri;hggr;;iasgﬁg Ij\;(??ke :/\2; ?Zr::\ﬁ;u'

few instances. We confirmed that modeling theSu orted bv Grant-in-Aid for Speciallv Promoted
role generalization at feature level was better tha'ﬂ?epsZar(?h (l\)I/EXT Japan) or specially Fromote
the conventional approach that replaces semantic »Japan).
role labels.
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