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Abstract

We investigate elaborative summarisation,
where the aim is to identify supplementary in-
formation that expands upon a key fact. We
envisage such summaries being useful when
browsing certain kinds of (hyper-)linked doc-
ument sets, such as Wikipedia articles or
repositories of publications linked by cita-
tions. For these collections, an elaborative
summary is intended to provide additional in-
formation on the linking anchor text. Our con-
tribution in this paper focuses on identifying
and exploring a real task in which summarisa-
tion is situated, realised as &mBrowser tool.

We also introduce aneighbourhood scoring
heuristic as a means of scoring matches to rel-
evant passages of the document. In a prelim-
inary evaluation using this method, our sum-
marisation system scores above our baselines
and achieves a recall of 57% annotated gold
standard sentences.

Introduction

research to produce query-focused summaries. Such
work includes the recent DUC challenges on query-
focused summarisatiohin which the user needs are
represented by short paragraphs of text written by
human judges. These are then used as input to the
summarisation process. However, modelling user
needs is a difficult task. DUC descriptions of in-
formation needs are only an artificial stipulation of a
user’s interest.

In this work, we propose a tool built into an inter-
net browser that makes use of a very simple heuris-
tic for determining user intere$tThe basic premise
of the heuristic is that the text currently being read
provides an approximation of the current user inter-
est. Specifically, as a user reads a sentence, it po-
tentially represents a fine-grained information need.
We identify the sentence of interest without com-
plex methods, relying instead on the user to move
the mouse over the anchor text link to request a sum-
mary of thelinked document, thus identifying to the
browser plug-in which sentence is now in focus.

To generate the summary, the whole document,

It has long been held that a summary is useful, pagpecifically thdinking sentence that contains the an-

ticularly if it supports the underlying task of the userchor text, serves as theading context, a potential

— for an overview of summarisation scenarios setdicator of the user interest. An example of the cur-
Spark Jones (1998). For exampéeneric (that is, rent output on Wikipedia text is presented in Figure
not query-specific) summaries, which are often inl. It shows arelaborative summary of a document
dicative, providing just the gist of a document, areabout the Space Shuttle Discovery expanding on the
only useful if they happen to address the underlyingontent of the linking sentence. In this case, it gives
need of the user. further information about a space walk in which the

In a push to make summaries more responsivghuttle was repaired inflight.
to user needs, the field of summarisation has ex- Our summarisation tool, the In-Browser Elabora-

plored the overlap with complex question-answerin httpy/duc.nist.gov/guidelines/2006.html

‘Information and Communication Technologies Centre 2We currently work with the Firefox browser.
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by Jean-Loup Chrétien of France during a three-week stay on the Mir space station

= On February 9, 1995, Bernard A Harris, Jr. and Michael Foale became the first African
American and the first Briton, respectively, to perform an EVA

= The first EVA to perform an inflight repair of the space shuttle was by American
astronaut Steve Robinson on August 3, 2005, during *Return to Flight" mission

5T5-114. Robinson was sent to remove two protruding gap fillers on the Space Shuttle
Discovery's heat shield, after engineers determined they might cause damage to the
shuttle upon re-entry. Robinsan successfully removed the loose material while the

DisSpace Shuttle Discovery]— i

I
= The longest EVA was 8 hours

11, 20012
= Anatoly Solovyev, with 16 spy
record for most spacewalks
= Captain Michael Lnnez—Alegr\j‘

110, and for total EVA durati

EVA hazards
|

X
Link Summariser: 8 of 67 sentences

csIRO

First Sentence:

= Space Shuttle Discovery [ NASA Orbiter Vehicle
Designation: OV-103) is one of three remaining
spacecraft in the space shuttle fleet belonging to the
U.S. National Aeronautics and Space Administration
(NASA)

Summary in Context:

= [14] Videos taken during the minutes after the
launch revealed that a piece of foam insulation came
off Discovery's external fuel tank, although it
apparently did not damage the shuttle.

= [16] During the mission astronauts removed a piece
of gap filler from the nose on an extra-vehicular
activity {spacewalk).

= [18] The shuttle returned from orbit on August 8,

=l 2 Related Work

Using link text for summarisation has been explored
previously by Amitay and Paris (2000). They identi-
fied situations when it was possible to generate sum-
maries of web-pages by recycling human-authored
descriptions of links from anchor text. In our work,
we use the anchor text as the reading context to pro-
vide an elaborative summary for the linked docu-
ment.

Our work is similar in domain to that of the 2007
CLEF WIQA shared task. However, in contrast to
our application scenario, the end goal of the shared
task focuses on suggesting editing updates for a
particular document and not on elaborating on the

-
- |
o 2005, landing in darkness at 8:12 AM EDT just
before dawn at Edwards Air Force Base after

user’s reading context.
et 5], IMUEIMIIEISE . 2 Avrelated task was explored at the Document Un-
derstanding Conference (DUC) in 200Here the
Figure 1: A summary generated when moving the mous30@l was to find new information with respect to a
over the link “Discovery’s” (mouse pointer omitted). previously seen set of documents. This is similar to
the elaborative goal of our summary in the sense that
one could answer the question: “What else can | say
tive Summariser (IBES), complements generic sumabout topic X (that hasn't already been mentioned
maries in providing additional information about ain the reading context)”. However, whereas DUC
particular aspect of a pade. Generic summaries focused on unlinked news wire text, we explore a
themselves are easy to generate due to rules enforadifferent genre of text.
by the Wikipedia style-guide, which dictates that all )
titles be noun phrases describing an entity, thus serg- Algorithm

ing as a short generic summary. Furthermore, thg,, approach is designed select justification sen-
first sentence of the article should contain the titlggnces anaxpand upon them by finding elaborative
in subject position, which tends to create sentenCggaterial. The first stage identifies those sentences
that define the main entity of the article. in the linked document that support the semantic
For the elaborative summarisation scenario desontent of the anchor text. We call those sentences
scribed, we are interested in exploring ways ifustification material. The second stage finds mate-
which the reading context can be leveraged to praial that is supplementary yet relevant for the user.
duce the elaborative summary. One method exn this paper, we report on the first of these tasks,
plored in this paper attempts to map the content afough ultimately both are required for elaborative
the linked document into the semantic space of thgummaries.
reading context, as defined in vector-space. We useTo locate justification material, we implemented
Singular Value Decomposition (SVD), the underlytwo known summarisation techniques. The first
ing method behind Latent Semantic Analysis (Deereompares word overlap between the anchor text and
wester et al., 1990), as a means of identifying latenhe linked document. The second approach attempts
topics in the reading context, against which we comto discover a semantic space, as defined by the read-
pare the linked document. We present our systeing context. The linked document is then mapped
and the results from our preliminary investigation ininto this semantic space. These are referred to as the
the remainder of this paper. Simple Link method and the SVD method, where

ed EVAthe &7

“http://ilps.science.uva.nl/WiQA/

3http://www.ict.csiro.au/staff/stephen.wan/ibes/ Shttp://duc.nist.gov/guidelines/2007.html
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the latter divides further into two variants: SVD-after mapping it to the SVD-derived vector space, is
Link and SVD-topic. then examined. The highest scoring sentences that
_ _ belong to the linking theme are then extracted.
3.1 Simple Link Method The second method, SVD-topic, makes a differ-
The first strategy, Simple Link, makes use of stanent assumption about the nature of the reading con-
dard vector space approaches from Information Réext. Instead of taking the anchor text as an indicator
trieval. A vector of word frequencies, omitting stop-of the user’s information need, it assumes that the
words, is used to represent each sentence in the re&ap n themes of the reading context document rep-
ing context and in the linked document. The vecresent the user’s interest. Of the linked document
tor for the anchor sentence is compared with vectogentences, for each of those tepeading context
for each linked document sentence, using the cositieemes, the best scoring sentence is extracted.
similarity metric. The highest scoring sentences are
then retrieved as the summary. 4 Evaluation

3.2 Two Singular Value Decomposition (SVD) | jiey of a user-centered experiment, our prelimi-
Methods nary experiments evaluated the effectiveness of the

In these approaches, the semantic space of the linkis! in terms of finding justification material for an

document is mapped into that of the reading contexelaborative summary. We evaluated the three sys-

Intuitively, only those sentences that map well intdems described in Section 3. Each system selected

the reading context space and are similar to the link sentences. We tested against two baselines. The

ing sentence would be good justification material. first simply returns the first 5 sentences. The second
To begin with, the reading context document ifroduces a generic summary based on Gong and Liu

represented as a term-by-sentence mattijavhere (2001),independently of the reading context.

stop words are omitted and frequencies are weighted

using inverse document frequency. A Singular Valud.1 Data

Elzcggn“ﬁzs't;%iésg 23]?22'3;31:[:; F;fgggm?gvi(gzlsngrhe data used is a collection of Wikipedia articles
P g P obtained automatically from the web. The snap-

. . - o
three resulting matricesi = USV'™. shot of the corpus was collected in 2007. Of these,

The S-matrix defines ththemes of the reading .
) . I{nks from about 600 randomly chosen documents
context. The U-matrix relates the reading contex

. . were filtered with a heuristic that enforced a sen-

vocabulary to the discovered themes. Finally, thcte S
. . ence length of at least 10 words such that the link in
V-matrix relates the original sentences to each of th

. g ) the anchor text occurred after this minimum length.

themes. The point of the SVD analysis is to discover, . - . 9
. his heuristic was used as an approximate means
these themes based on co-variance between the word.., . L
. of filtering out sentences where the linking sentence
frequencies. If words occur together, they are se- . o -
. . . was simply a definition of the entity linked. In these
mantically related and the co-variance is marked as C - .
) cases, the justification material is usually trivially
a theme, allowing one to capture fuzzy matches be; .~ . )
. identified as the first sentence of the linked docu-
tween related words. Crucially, each sentence can

. .ment. This leaves us with links that potentially re-
now be represented with a vector of membership . . S
uire more complicated summarisation methods.
scores to each theme.

The first of the semantic space mapping methods, of thege cases, 125 cases were randomly §elected
SVD-link, finds the theme that the anchor text befjmd the linked documents annotated for varying de-

longs to best. This is done by consulting the VI"€€S of relevancy. This resulted in 50 relevant doc-

matrix of the SVD analysis to find the highest scor-ument links, which we further annotated, selecting

ing theme for that sentence, which we call the |ink_ser;1ten1(:eli suppofrtlongsthihan'cktlor setrjtenc;aihwnh a
ing theme. Each sentence in the linked documer\g‘:0 ens Kappa ot U.90. € intersection of the se-
ected sentences was then used as a gold standard for

®http://math.nist.gov/javanumerics/jama/ each test case.
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System | Recall | Precision System | Recall | Precision
generic 0.13 0.05 generic 0.27 0.04
SVD-topic | 0.14 0.06 SVD-topic | 0.27 0.04
SVD-link 0.22 0.09 SVD-link 0.30 0.05
simple-link | 0.28 0.11 simple-link | 0.38 0.06
Table 1: Recall and Precision figures for all summarisergable 2: Recall and Precision figures using tieigh-
without the first 5 sentences. bourhood heuristic (without the first 5 sentences).
4.2 Results set (with the first 5 sentences), recall reaches 0.57,

which lies above an amended 0.55 baseline.
Itis difficult to beat the first-5 baseline, which attains

the best recall of 0.52 and a precision of 0.2, withalb  Future Work and Conclusions

other strategies falling behind. However, we believe

that this may be due to the presence of some typggf:‘.‘ mtroduced_ thf concgpt C;La usecj_-blasedtelilbo-
of Wikipedia articles that are narrow in scope and@'ve summarisation, using Ihe reading context as

centered on specific events. For such articles, Wi indicator of the information need. Our paper

would naturally advocate using the fifStsentences pr?.sents a Ecenar]iol n \éVh'Chl eladboratlvle summarl-
as a summary. sation may be useful and explored simple summari-

. sation strategies to perform this role. Results are
aéncouraging and our preliminary evaluation shows

fitered th Id standard sets t ; that reading context is helpful, achieving a recall
tered the gold standard Sets 10 remove Sentencys 7o, \yhen identifying sentences that justify con-
occurring in positions 1-5 in the linked document

. tent in the linking sentence of the reading context.

and tested recall and precision on the remainmﬁ,‘ future work, we intend to explore other latent

sentences. This reduces our test set by 10 Casfg‘pic methods to improve recall and precision per-

Since documents may be lengthy (more than 10 rmance. Further development of elaborative sum-

§entences), selecting Justlflcatlon.materlal IS a Q' marisation strategies and a user-centered evaluation
ficult task. The results are shown in Table 1 and in;
. . . are also planned.
dicate that systems using reading context do better

than a generic summariser.
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