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Abstract build tools for subjectivity analysis for a new target

_ _ language by relying on these automatically gener-
This paper explores methods for generating  atad resources?

subjectivity analysis resources in a new lan-
guage by leveraging on the tools and re-
sources available in English. Given a bridge
between English and the selected target lan-
guage (e.g., a bilingual dictionary or a par-
allel corpus), the methods can be used to
rapidly create tools for subjectivity analysis
in the new language.

We focus our experiments on Romanian, selected
as a representative of the large number of languages
that have only limited text processing resources de-
veloped to date. Note that, although we work with
Romanian, the methods described are applicable to
any other language, as in these experiments we (pur-
posely) do not use any language-specific knowledge
of the target language. Given a bridge between En-
glish and the selected target language (e.g., a bilin-
gual dictionary or a parallel corpus), the methods
There is growing interest in the automatic extractiogan be applied to other languages as well.
of opinions, emotions, and sentiments in testitf- After providing motivations, we present two ap-
jectivity), to provide tools and support for variousproaches to developing sentence-level subjectivity
natural language processing applications. Most @fiassifiers for a new target language. The first uses a
the research to date has focused on English, whighypjectivity lexicon translated from an English one.
is mainly explained by the availability of resourcestne second uses an English subjectivity classifier
for subjectivity analysis, such as lexicons and mangng a parallel corpus to create target-language train-

ually labeled corpora. ing data for developing a statistical classifier.
In this paper, we investigate methods to auto-

matically generate resources for subjectivity analys  Motivation
sis for a new target language by leveraging on the
resources and tools available for English, which ifutomatic subjectivity analysis methods have been
many cases took years of work to complete. Specifssed in a wide variety of text processing applica-
ically, through experiments with cross-lingual pro+tions, such as tracking sentiment timelines in on-
jection of subjectivity, we seek answers to the folline forums and news (Lloyd et al., 2005; Balog
lowing questions. et al., 2006), review classification (Turney, 2002;
First, can we derive a subjectivity lexicon for aPang et al., 2002), mining opinions from product
new language using an existing English subjectivityeviews (Hu and Liu, 2004), automatic expressive
lexicon and a bilingual dictionary? Second, can wéext-to-speech synthesis (Alm et al., 2005), text se-
derive subjectivity-annotated corpora in a new lanmantic analysis (Wiebe and Mihalcea, 2006; Esuli
guage using existing subjectivity analysis tools foand Sebastiani, 2006), and question answering (Yu
English and a parallel corpus? Finally, third, can wand Hatzivassiloglou, 2003).

1 Introduction
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While much recent work in subjectivity analysisare not aware of multi-lingual work in subjectivity
focuses orsentimenta type of subjectivity, namely analysis such as that proposed here, in which subjec-
positive and negative emotions, evaluations, antility analysis resources developed for one language
judgments), we opt to focus on recognizing subjecare used to support developing resources in another.
tivity in general, for two reasons.

First, even when sentiment is the desired focus A Lexicon-Based Approach

researchers in sentiment analysis have shown that biectivit q i ¢ vsis tools rel
a two-stage approach is often beneficial, in whic any subjectivity and sentiment analysis too's rely

subjective instances are distinguished from objec?—n manually or semi-automatically constructed lex-

tive ones, and then the subjective instances are ffons (Yu and Hatzivassiloglou, 2003; Riloff and

ther classified according to polarity (Yu and Hatzi-Wiebe’ 2003; Kim and Hovy, 2006). Given the suc-

vassiloglou, 2003; Pang and Lee, 2004; Wilson e(iess of suph techniques, the first approgqh we tal_<e
al., 2005; Kim and Hovy, 2006). In fact, the Iorob_to generating a target-language subijectivity classi-

lem of distinguishing subjective versus objective inlcler s o create a subjectivity lexicon by translating

stances has often proved to be more difficult thafl” exis.ti_ng source language Iexicqn, anql then build
subsequent polarity classification, so improvemen%dass'f'er that rellgs on the resultlr'lg lexicon.

in subjectivity classification promise to positively B€low, we describe the translation process and
impact sentiment classification. This is reported iffiSCUss the results of an annotation study to assess
studies of manual annotation of phrases (TakamuFg€ quality of the translated lexicon. We then de-
et al., 2006), recognizing contextual polarity of ex_scrlb(_a .and evaluate a lexicon-based target-language
pressions (Wilson et al., 2005), and sentiment tag2Ssifier.

ging of words and word senses (Andreevskaia a

Bergler, 2006; Esuli and Sebastiani, 2006).

Second, an NLP app”cation may seek a W|dé—he SUbjeCtiVity lexicon we use is from Opinion-
range of types of subjectivity attributed to a perfFinder (Wiebe and Riloff, 2005), an English sub-
son, such as their motivations, thoughts, and specigctivity analysis system which, among other things,
lations, in addition to their positive and negative senclassifies sentences as subjective or objective. The
timents. For instance, the opinion tracking systerteXicon was compiled from manually developed re-
Lydia (Lloyd et al., 2005) gives separate ratings fopources augmented with entries learned from cor-
subjectivity and sentiment. These can be detectd¥Pra. It contains 6,856 unique entries, out of which
with subjectivity analysis but not by a method fo-990 are multi-word expressions. The entries in the
cused only on sentiment. lexicon have been labeled for part of speech, and for

There is world-wide interest in text analysis applif€liaPility — those that appear most often in subjec-

cations. While work on subjectivity analysis in otherlV€ CONtexts aretrongclues of subjectivity, while
languages is growing (e.g., Japanese data are usemﬂse that appear less often, but still more often than
(Takamura et al., 2006; Kanayama and Nasukaw&XPected by chance, are labetedak N

2006), Chinese data are used in (Hu et al., 2005), To perform the translation, we use two bilingual
and German data are used in (Kim and Hovy, 2006) ictionaries. The first is an authoritative English-
much of the work in subjectivity analysis has beefRomanian dictionary, consisting of 41,500 entries,
applied to English data. Creating corpora and lexicaYNich we use as the main translation resource for the
resources for a new language is very time consun£Xicon translation. The second dictionary, drawn
ing. In general, we would like to leverage resourcefom the Universal Dictionary download site (UDP,
already developed for one language to more rapidg007) consists of 4,500 entries written largely by
create subjectivity analysis tools for a new one. Thi¥/eb volunteer contributors, and thus is not error
motivates our exploration and use of cross-lingudl€€- We use this dictionary only for those entries
lexicon translations and annotation projections.  that do not appear in the main dictionary.

Most if _nOt all Work on SUt_’JeC“V'W analysis has 'Unique English entries, each with multiple Romanian
been carried out in a monolingual framework. Weranslations.

n . o :
:9.1 Translating a Subjectivity Lexicon
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There were several challenges encountered in the ;?rrl‘};ﬂsa;a Eggﬂf}?ying 2%?:395 .
. . . , ver
translation process. First, although the English sub- notabil notable weak, adj
jectivity lexicon contains inflected words, we must plin de regret  full of regrets  strong, adj
sclav slaves weak, noun

use the lemmatized form in order to be able to trans-
late the entries using the bilingual dictionary. How-rgpje 1 Examples of entries in the Romanian sub-
ever, words may lose their subjective meaning Oniﬁctivity lexicon

lemmatized. For instance, the inflected form o

memoriesbecomeanemory Once translated into o )
Romanian (asnemorig, its main meaning is ob- also shows the reliability of the expressiame@kor

jective, referring to the power of retaining informa-Strond and the part of speech — attributes that are
tion as inlron supplements may improve a woman'®rovided in the English subjectivity lexicon.

memory Manual Evaluation.

Second, neither the lexicon nor the bilingual dicWe want to assess the quality of the translated lexi-
tionary provides information on the sense of the ineon, and compare it to the quality of the original En-
dividual entries, and therefore the translation has tglish lexicon. The English subjectivity lexicon was
rely on the most probable sense in the target lavaluated in (Wiebe and Riloff, 2005) against a cor-
guage. Fortunately, the bilingual dictionary lists theous of English-language news articles manually an-
translations in reverse order of their usage frequemotated for subjectivity (th®1PQAcorpus (Wiebe et
cies. Nonetheless, the ambiguity of the words anal., 2005)). According to this evaluation, 85% of the
the translations still seems to represent an impotrstances of the clues markedsaongand 71.5% of
tant source of error. Moreover, the lexicon somethe clues marked ageakare in subjective sentences
times includes identical entries expressed through the MPQA corpus.
different parts of speech, e.grudgehas two sepa-  Since there is no comparable Romanian corpus,
rate entries, for its noun and verb roles, respectivelpn alternate way to judge the subjectivity of a Ro-
On the other hand, the bilingual dictionary does namanian lexicon entry is needed.
make this distinction, and therefore we have again Two native speakers of Romanian annotated the
to rely on the “most frequent” heuristic captured bysubjectivity of 150 randomly selected entries. Each
the translation order in the bilingual dictionary. annotator independently read approximately 100 ex-

Finally, the lexicon includes a significant numbe@MPples of each drawn from the Web, including a
(990) of multi-word expressions that pose translad@rgeé number from news sources. The subjectivity
tion difficulties, sometimes because their meaning @ word was consequently judged in the contexts
is idiomatic, and sometimes because the multi-woryhere it most frequently appears, accounting for its
expression is not listed in the bilingual dictionaryMoSt frequent meanings on the Web.
and the translation of the entire phrase is difficult The tagset used for the annotations consists of
to reconstruct from the translations of the individuaP (Ubjective)O(bjective) andB(oth) A W(rong)la-
words. To address this problem, when a translatid?ne| is also used to indicate a wrong translation. Table
is not found in the dictionary, we create one using SNows the contingency table for the two annota-
a word-by-word approach. These translations af@rs’ judgments on this data.

then validated by enforcing that they occur at least

S O B W| Total

three times on the Web, using counts collected from S 53 6 9 0| 68
the AltaVista search engine. The multi-word expres- O 1 27 1 0 29
\ . o ) B 5 3 18 0| 26
sions that are not validated in this process are dis- W 0 o0 o 27| 27
carded, reducing the number of expressions from an Total | 59 36 28 27| 150

initial set of 990 to a final set of 264. o .
i o ] ] ) Table 2: Agreement on 150 entries in the Romanian
The final subjectivity lexicon in Romanian con-|ayicon

tains 4,983 entries. Table 1 shows examples of en-
tries in the Romanian lexicon, together with their Without counting the wrong translations, the
corresponding original English form. The tableagreement is measured at 0.80, with a Kappa
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0.70, which indicates consistent agreement. Aftdive; (3) otherwise, if none of the previous rules ap-
the disagreements were reconciled through discugly, the sentence is labelé¢hknown
sions, the final set of 123 correctly translated entries The quality of the classifier was evaluated on a
does include 49.6% (61) subjective entries, but fullRomanian gold-standard corpus annotated for sub-
23.6% (29) were found in the study to have primarjectivity. Two native Romanian speakeiRq and
ily objective uses (the other 26.8% are mixed). Ro,) manually annotated the subjectivity of the sen-
Thus, this study suggests that the Romanian sutences of five randomly selected documents (504
jectivity clues derived through translation are less resentences) from the Romanian side of an English-
liable than the original set of English clues. In sevRomanian parallel corpus, according to the anno-
eral cases, the subjectivity is lost in the translatioriation scheme in (Wiebe et al., 2005). Agreement
mainly due to word ambiguity in either the sourcebetween annotators was measured, and then their
or target language, or both. For instance, the wordifferences were adjudicated. The baseline on this
fragile correctly translates into Romanian fasgil, data set is 54.16%, which can be obtained by as-
yet this word is frequently used to refer to breakablsigning a defaulSubjectivelabel to all sentences.
objects, and it loses its subjective meaningdef- (More information about the corpus and annotations
icate. Other words, such asne-sided completely are given in Section 4 below, where agreement be-
lose subjectivity once translated, as it becomes ifween English and Romanian aligned sentences is
Romaniancu o singura latué, meaningwith only also assessed.)
one sidg(as of objects). As mentioned earlier, due to the lexicon projec-
Interestingly, the reliability of clues in the Englishtion process that is performed via a bilingual dictio-
lexicon seems to help preserve subjectivity. Out ofiary, the entries in our Romanian subjectivity lex-
the 77 entries marked agong 11 were judged to be icon are in a lemmatized form. Consequently, we
objective in Romanian (14.3%), compared to 14 obalso lemmatize the gold-standard corpus, to allow
jective Romanian entries obtained from thev@é@ak for the identification of matches with the lexicon.
English clues (39.0%). For this purpose, we use the Romanian lemmatizer
developed by lon and Tufis (lon, 2007), which has
3.2 Rule-based Subjectivity Classifier Usinga an estimated accuracy of 98%.
Subjectivity Lexicon Table 3 shows the results of the rule-based classi-

. . . . fier. We show the precision, recall, and F-measure
Starting with the Romanian lexicon, we developed C .

) e ) independently measured for the subjective, objec-
a lexical classifier similar to the one introduced b

. : : ive, and all sentences. We also evaluated a vari-
.(R”Off and W|e_b_e, 2003.)' A.‘t _the core O.f th'.s .methOdation of the rule-based classifier that labels a sen-
s a high-precision subjectivity and objectivity Cla.s-tence as objective if there are at most three weak ex-
sifier that gan .""?be' Ia.rge amounts of raw _text USIn%ressions in the previous, current, and next sentence
pnly a SUbJe.Ct'V'ty lexicon. T_helr method is furthercombined which raises the recall of the objective
g{ﬁ;ﬂﬁ)‘i] nge?ngofgsgaizz'ngriggﬁfsshgwet\)ee?:’r@assifier. Our attempts to increase the recall of the

P ’ periments, ! “Subjective classifier all resulted in significant loss in
apply only the rule-based classification step, sINC8recision, and thus we kept the original heuristic
the extraction step cannot be implemented withodt ' P g '

. . . . In its original English implementation, this sys-
tools for syntactic parsing and information extrac- : . L
. . . . tem was proposed as being high-precision but low
tion not available in Romanian.

coverage. Evaluated on the MPQA corpus, it has

The classifier relies on three main heuristics to Iaéubjective precision of 90.4, subjective recall of

bel subjective and _objgctive sentepces: (1) if t\’\/“:’%4.2, objective precision of 82.4, and objective re-
or more sfrong subjective expressions OCeur in th@all of 30.7; overall, precision is 86.7 and recall is

same sentence, the_ se_ntence Is Ia_beatjjective_ 32.6 (Wiebe and Riloff, 2005). We see a similar be-
(2) if no strong subjective expressions occur in Ravior on Romanian for subjective sentences. The

s_entence, aqd at most .tWO weak subjective expresc’l]bjective precision is good, albeit at the cost of low
sions occur in the previous, current, and next sen-

tence combined, then the sentence is lab&lbjbc- 2Dan Tufis, personal communication.
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Measure _ Subjective Objective Al Below, we begin with a manual annotation study
subj = at least two strong; obj = at most two weak . . .
Precision 80.00 5650 6059 to assess the quality of annotation and preservation
Recall 20.51 48.91 33.53 of subjectivity in translation. We then describe the
F-measure 32.64 52.52 43.66 automatic construction of a target-language training
subj = at least two strong; obj = at most three weak - .

Precision 80.00 5685 6194 set, and evaluate a classifier trained on that data.
Recall 20.51 61.03 39.08 ,

F-measure  32.64 58.86 47.93 Annotation Study.

We start by performing an agreement study meant
to determine the extent to which subjectivity is pre-
served by the cross-lingual projections. In the study,
recall, and thus the classifier could be used to hathree annotators — one native English speaks) (
vest subjective sentences from unlabeled Romaniamd two native Romanian speakeRo( andRo,) —
data (e.g., for a subsequent bootstrapping proces8jst trained on 3 randomly selected documents (331
The system is not very effective for objective classisentences). They then independently annotated the
fication, however. Recall that the objective classifiesubjectivity of the sentences of two randomly se-
relies on the weak subjectivity clues, for which thédected documents from the parallel corpus, account-
transfer of subjectivity in the translation process waig for 173 aligned sentence pairs. The annotators
particularly low. had access exclusively to the version of the sen-
tences in their language, to avoid any bias that could
be introduced by seeing the translation in the other

Table 3: Evaluation of the rule-based classifier

4 A Corpus-Based Approach

Given the low number of subjective entries found iH@nguage. _ _ _
the automatically generated lexicon and the subse-NOte that the Romanian annotations (after all dif-
quent low recall of the lexical classifier, we decided€rénces between the Romanian annotators were ad-
to also explore a second, corpus-based approadydicated) of all 331 + 173 sentences make up the
This approach builds a subjectivity-annotated co@0!d standard corpus used in the experiments re-

pus for the target language through projection, angerted in Sections 3.2 and 4.1. _
then trains a statistical classifier on the resulting Before presenting the results of the annotation

corpus (numerous statistical classifiers have be&f!dy, we give some examples. The following are
trained for subjectivity or sentiment classification English subjective sentences and their Romanian
e.g., (Pang et al., 2002; Yu and HatzivassiIogIoJra”SIat'O”S (the subjective elements are shown in

2003)). The hypothesis is that we can eliminat&0!d)-
some of the ambiguities (and consequent loss of sub-
jectivity) observed during the lexicon translation by
accounting for the context of the ambiguous words,
which is possible in a corpus-based approach. Ad-
ditionally, we also hope to improve the recall of the
classifier, by addressing those cases not covered by
the lexicon-based approach.

In the experiments reported in this section, we
use a parallel corpus consisting of 107 documents The following are examples of objective parallel
from the SemCor corpus (Miller et al., 1993) andentences.
their manual translations into Romaniaithe cor-

[en] The desire togive Broglio as many starts as
possible.

[ro] Dorinta de a-i da lui Broglio &t mai multe
starturi posibile.

[en] Supposehe did lie beside Leninyould it be
permanent ?

[ro] Sa presupunemca ar fi asezat aturi de Lenin,
oare va fi pentru totdeauna?

pus consists of roughly 11,000 sentences, with ap-
proximately 250,000 tokens on each side. It is a bal-
anced corpus covering a number of topics in sports,
politics, fashion, education, and others.

3The translation was carried out by a Romanian native

speaker, student in a department of “Foreign Languages and
Translations” in Romania.
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[en]The Pirates have a 9-6 record this year and the
Redbirds are 7-9.

[ro] Piratii au un palmares de 9 la 6 anul acesta si
Pasarile Rosii au 7 1a 9.

[en] One of the obstacles to the easy control of a
2-year old child is a lack of verbal communication.
[ro] Unul dintre obstacoleldn controlarea unui
copil de 2 ani este lipsa comuaidi verbale.



The annotators were trained using the MPQAre cases where the differences are due to the sub-
annotation guidelines (Wiebe et al., 2005). Théectivity being lost in the translation. Sometimes,
tagset consists ofS(ubjective) O(bjective) and this is due to several possible interpretations for the
U(ncertain) For theU tags, a class was also given;translated sentence. For instance, the following sen-
OU means, for instance, that the annotator is uncetence:
talh b_Ut she is Ieanlng towad. Table 4 shows the [en] Theyhonoredthe battling Billikens last night.
pairwise agreement figures and the Kappjeo@lcu- [ro] Ei i-au celebrat pe Billikens seara treéut

lated for the three annotators. The table also shows o o
the agreement when the borderline uncertain castsmarked asSubjectivein English (in context, the

are removed. English annotator interpretetbnoredas referring
to praises of the Billikens). However, the Romanian
_ all sentences Uncertain Een)noved . translation ofhonoredis celebratwhich, while cor-
pair agree K | agree k (%) remove ; ; _
Ro &Ro 083 067 089 077 >3 regt asa translatlon, has the more frequent interpre
En& Ro, 077 054! 086 0.73 26 tation ofhaving a party.The two Romanian annota-
En& Ro 0.78 055 091 0.82 20 tors chose this interpretation, which correspondingly

Table 4: Agreement on the data set of 173 sentencelz%‘?ld them to mark_ the se_ntencs agjective L
In other cases, in particular when the subjectivity

Annotations performed by three annotators: one na-

. . . o to figur f h h as irony, the trans-
tive English speakerdn) and two native Romanian S QUe O Tigures of Speech stich as irony, the trans

lation sometimes misses the ironic aspects. For in-
speakersRo, andRo,)

stance, the translation efjgheadvas not perceived
as ironic by the Romanian annotators, and conse-

When all the sentences are included, the agreguently the following sentence label&dibjectiven
ment between the two Romanian annotators is megng|ish is annotated a3bjectivein Romanian.

sured at 0.834 = 0.67). If we remove the border- foni] 1 have lived § Hac ;
H ) . en ave lived tor many years In a Connecti-
line C_ases where at Ieagt one annOtatqu tddns cut commuting town with a high percentage of [...]
certain, the agreement rises to 0.89 with= 0.77. business executives efjgheadtastes.
These figures are somewhat lower than the agree- EO] Am t_féittmuﬁi aniintr-un orag din Qprgpifrei de

. - - . onnecticut ce avea 0 mare proportie de |...] oa-
ment observed during previous subjectivity anno- 1T ceri G qusturi e Propotic
tation studies conducted on English (Wiebe et al.,
2005) (the annotators were more extensively trainefil  Translating a Subjectivity-Annotated
in those studies), but they nonetheless indicate con-  Corpus and Creating a Machine Learning
sistent agreement. Subijectivity Classifier

Interestingly, when the agreement is conductetlo further validate the corpus-based projection of
cross-lingually between an English and a Romaniagubjectivity, we developed a subjectivity classifier
annotator, the agreement figures, although somgained on Romanian subjectivity-annotated corpora
what lower, are comparable. In fact, once th@btained via cross-lingual projections.
Uncertaintags are removed, the monolingual and |deally, one would generate an annotated Roma-
cross-lingual agreement and values become al- nian corpus by translating English documents man-
most equal, which suggests that in most cases thglly annotated for subjectivity such as the MPQA
sentence-level subjectivity is preserved. corpus. Unfortunately, the manual translation of this

The disagreements were reconciled first betweasorpus would be prohibitively expensive, both time-
the labels assigned by the two Romanian annotatossise and financially. The other alternative — auto-
followed by a reconciliation between the resultingmatic machine translation — has not yet reached a
Romanian “gold-standard” labels and the labels asevel that would enable the generation of a high-
signed by the English annotator. In most cases, tlwiality translated corpus. We therefore decided to
disagreement across the two languages was founde a different approach where we automatically
to be due to a difference of opinion about the serannotate the English side of an existing English-
tence subijectivity, similar to the differences encounRomanian corpus, and subsequently project the an-
tered in monolingual annotations. However, theraotations onto the Romanian side of the parallel cor-
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. ___ Precision Recall F-measure Naive Bayes algorithm trained on word features co-
high-precision 86.7 32.6 47.4 . . . ..
high-coverage 79.4 70.6 74.7 occurring with the subjective and the objective clas-

sifications. We assume word independence, and we

Table 5: Precision, recall, and F-measure for the#S€ a 0.3 cut-off for feature selection. While re-

two OpinionFinder classifiers, as measured on theent work has also considered more complex syn-
MPQA corpus. tactic features, we are not able to generate such fea-

tures for Romanian as they require tools currently
not available for this language.
pus across the sentence-level alignments available imnpe create two classifiers, one trained on each
the corpus. data set. The quality of the classifiers is evaluated
For the automatic subjectivity annotations, weyn the 504-sentence Romanian gold-standard corpus
generated two sets of the English-side annotationgescribed above. Recall that the baseline on this data
one using the high-precision classifier and one usingt js 54.16%, the percentage of sentences in the cor-

the high-coverage classifier available in the Opinionpys that are subjective. Table 7 shows the results.
Finder tool. The high-precision classifier in Opin-

ionFinder uses the clues of the subjectivity lexicon Subjectiveh hObjective | A”f

At At projection source: OF high-precision classifier

to harvest subjective and objective sgntence; from Precision 5507 59.62 6448

a large amount of unannotated text; this data is then Recall 82.41 47.61 64.48
used to automatically identify a set of extraction pat- F-measure 72.532 _— 56.54 | 64._?_8
H H H H H pl’OjeCtIOﬂ source: Ignh-coverage classitier

terns, which are thgn used |t(_erat!vely to identify a Precision 5665 2017 6785

larger set of subjective and objective sentences. Recall 81.31 52.17 67.85
In addition, in OpinionFinder, the high-precision F-measure  72.68 56.54  67.85

classifier i.s _used tq prqduce an English Iab_eled d.all%ble 7: Evaluation of the machine learning classi-
set for training, which is used to generate its Nalv?'ler using training data obtained via projections from

Bayes high-coverage subjectivity classifier. Tabl%ata automatically labeled by OpinionFinder (OF)
5 shows the performance of the two classifiers on '

the MPQA corpus as reported in (Wieb_e and Riloff, Our best classifier has an F-measure of 67.85,
2005). Note that 55% of the sentences in the MPQénd is obtained by training on projections from

corpus are subjective —which represents the baseli[}ge high-coverage OpinionFinder annotations. Al-
for this data Spft'_ . . though smaller than the 74.70 F-measure obtained
The two_ QplnlonFlnder classmers_ are used to 'aby the English high-coverage classifier (see Ta-
bel the training corpus. Affter removing the 504 tesf),, 5), the result appears remarkable given that no
sentences, we are left with 10,628 sentences thaf,,,aqe-specific Romanian information was used.
are automatically annotated for subjectivity. Table The overall results obtained with the machine
6 shows the'numbfar ofsubjectiv'e'and objective Se'ﬂéarning approach are considerably higher than
tences ohtained with each classifier. those obtained from the rule-based classifier (except

Classifier Subjective  Objective Al for the precision of the subjective sentences). This
high-precision 1,629 2,334 3,963 is most likely due to the lexicon translation process,
high-coverage 5,050 5,578 10,628

which as mentioned in the agreement study in Sec-
Table 6: Subjective and objective training sentencdion 3.1, leads to ambiguity and loss of subjectivity.
automatically annotated with OpinionFinder. Instead, the corpus-based translations seem to better
account for the ambiguity of the words, and the sub-

Next, the OpinionFinder annotations are IC)roiectivity is generally preserved in the sentence trans-

jected onto the Romanian training sentences, Whiéﬁt'ons'

are then use_d to deyelop a prqbapl!lstl_c classme'r fqg Conclusions

the automatic labeling of subjectivity in Romanian

sentences. In this paper, we described two approaches to gener-
Similar to, e.g., (Pang et al., 2002), we use ating resources for subjectivity annotations for a new
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language, by leveraging on resources and tools avail- Emotions from text: Machine learning for text-based emo-

able for English. The first approach builds a targelt< _tiotr_l preéiitl:tionél_lnPJo'\c/:le_zehdings og HI\IA_T/EtMNIaP ;qck)s. rooe
C . . . Krisztian Balog, Gilad Mishne, and Maarten de Rijke. .
language subjectivity lexicon by translating an exist- Why are they excited? identifying and explaining spikes in

ing English lexicon using a bilingual dictionary. The  blog mood levels. IEEACL-2006
second generates a subjectivity-annotated corpusAndrea Esuli and Fabrizio Sebastiani. 2006. Determining term

At ; subjectivity and term orientation for opinion mining. Rmo-
a target language by projecting annotations from an ceedings the EACL 2006.

automatically annotated English corpus. Minging Hu and Bing Liu. 2004. Mining and summarizing
These resources were validated in two ways. customer reviews. IRroceedings of ACM SIGKDD.

First, we carried out annotation studies measurin§f Hu. Jianyong Duan, Xiaoming Chen, Bingzhen Pel, and
Ruzhan Lu. 2005. A new method for sentiment classifi-

the extent '[.0 which subjectivity is preserved across cagion in text retrieval. IProceedings of IJICNLP.
languages in each of the two resources. These sturkdu lon. 2007 Methods for automatic semantic disambigua-
ies show that only a relatively small fraction of the tion. Applications to English and Romaniaf®h.D. thesis,
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