Improving the Interpretation of Noun Phrases with Cross-linguistic
Information

Roxana Girju
University of Illinois at Urbana-Champaign
gi rju@i uc. edu

Abstract most of the time ambiguous or implicit. Interpreting
NPs correctly requires various types of information
This paper addresses the automatic classifi- from world knowledge to complex context features.
cation of semantic relations in noun phrases Moreover, the extension of this task to other natu-
based on cross-linguistic evidence from a ral languages brings forward new issues and prob-
set of five Romance languages. A set |ems. For instanceyeer glassranslates intdarro
of novel semantic and contextual English—  de cervezan Spanishpicchiere da birrain Italian,
Romance NP features is derived based on verrea bierein French, anghahar de berén Roma-
empirical observations on the distribution  nian. Thus, an important research question is how
of the syntax and meaning of noun phrases do the syntactic constructions in the target language

on two corpora of different genre (Europarl  contribute to the preservation of meaning in context.
and CLUVI). The features were employed

in a Support Vector Machines algorithm
which achieved an accuracy of 77.9% (Eu-
roparl) and 74.31% (CLUVI), an improve-

ment compared with two state-of-the-art
models reported in the literature.

In this paper we investigate noun phrases based on
cross-linguistic evidence and present a domain inde-
pendent model for their semantic interpretation. We
aim at uncovering the general aspects that govern
the semantics of NPs in English based on a set of
five Romance languages: Spanish, Italian, French,
Portuguese, and Romanian. The focus on Romance
languages is well motivated. It is mostly true that
Semantic knowledge is very important for any apEnglish noun phrases translate into constructions of
plication that requires a deep understanding of natthe formN P N in Romance languages where, as
ral language. The automatic acquisition of semantiwe will show below, theP (preposition) varies in
information in text has become increasingly imporways that correlate with the semantics. Thus Ro-
tant in ontology development, information extracimance languages will give us another source of evi-
tion, question answering, and other advanced naturdénce for disambiguating the semantic relations in
language processing applications. English NPs. We also present empirical observa-

In this paper we present a model for the autotions on the distribution of the syntax and meaning
matic semantic interpretation of noun phrases (NP)f noun phrases on two different corpora based on
which is the task of determining the semantic retwo state-of-the-art classification tag sets: Lauer’s
lation among the noun constituents. For exampleset of 8 prepositions (Lauer, 1995) and our list of 22
family estateencodes ® 0ssessIioNelation, while  semantic relations. We show that various crosslin-
dress of silkrefers toPART-WHOLE. The problem, gual cues can help in the NP interpretation task when
while simple to state is hard to solve. The reaemployed in an SVM model. The results are com-
son is that the meaning of these constructions @ared against two state of the art approaches: a su-
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pervised machine learning model, Semantic Scatte8- Corpus Analysis
ing (Moldovan and Badulescu, 2005), and a web-
based probabilistic model (Lapata and Keller, 2004);0r a better understanding of the meaning of the
The paper is organized as follows. In Section N N and N P N instances, we analyzed the seman-
we present a summary of the previous work. sedic behavior of these constructions on a large cross-
tion 3 lists the syntactic and semantic interpretatiofnguistic corpora of examples. \We are interested
categories used along with observations regardirly What syntactic constructions are used to trans-
their distribution on the two different cross-linguallate the English instances to the target Romance lan-
corpora. Sections 4 and 5 present a learning mod@yages and vice-versa, what semantic relations do
and results for the interpretation of English nourih€se constructions encode, and what is the corpus
phrases. Finally, in Section 6 we offer some disdistribution of the semantic relations.

cussion and conclusions. _ _ o _
3.1 Lists of semantic classification relations

2 Related Work Although the NP interpretation problem has been
studied for a long time, researchers haven't agreed

Currently, the best-performing NP mterpretaﬂonon the number and the level of abstraction of these

methods in comp_utational Iinguistics focus mos“%emantic categories. They can vary from a few
on two consecutlv_e noun instances (noun cor repositions (Lauer, 1995) to hundreds or thousands
poun_d_s) and re_ly either on rather ad—ho_c,_ domai specific semantic relations (Finin, 1980). The more
specific semantic taxonomies, or on statistical mo bstract the categories, the more noun phrases are

els on large collections of unlab_eled data. Rece%tovered, but also the more room for variation as to
results have shown that symbolic noun compou hich category a phrase should be assigned.

interpretation systems using machine learning tech- . . .
P y g g In this paper we experiment with two state of the

niques coupled with a large lexical hierarchy per- L . . )
. P g y p Frt classification sets used in NP interpretation. The

form with ver r h rem . . )
° th very good accuracy, but they are most o rst is a core set of 22 semantic relations (22 SRs)

the time tailored to a specific domain (Rosario an o i S
.. 1dentified by us from the computational linguistics
Hearst, 2001). On the other hand, the majority o o . )
L iterature. This list, presented in Table 1 along with
corpus statistics approaches to noun compound in- . .
: - examples is general enough to cover a large major-
terpretation collect statistics on the occurrence fre:

quency of the noun constituents and use them inl%/ of text semantics while keeping the semantic re-

probabilistic model (Lauer, 1995). More recently,latlons, tq a manageabl_e_ number. The second set is
. Lauer’s list of 8 prepositions (8 PP) and can be ap-
(Lapata and Keller, 2004) showed that simple unsu-.. .
lied only to noun compoundsf;, for, with, in, on,

ervised models perform significantly better wher . ) L
P . P Si9 Y at, about andfrom— e.g., according to this classifi-
the frequencies are obtained from the web, rather’ . e

cation,love storycan be classified astory about
than from a large standard corpus. Other researchers

(Pantel and Pennacchiotti, 2006), (Snow et al., 200 ve). We selected these sets as they are of different

. ; . . ze and contain semantic classification categories at
use clustering techmques c_oupled W'.th syptac‘uc Oh%j-ifferent levels of abstraction. Lauer’s list is more
pendency features. to identifg-A _relatlons in large abstract and, thus capable of encoding a large num-
text collections. (Kim and Baldwin, 2006) and (Tur-ber of noun ’compound instances. while the 22-SR
ney, 2006) focus on the lexical similarity of unseen. L . . :

y ) ) ranty o ist contains finer grained semantic categories. We
noun compounds with those found in training.

: .. show below the coverage of these semantic lists on
However, although the web-based solution mig g

r“NO different corpora and how well they solve the
overcome the data sparseness problem, the curre t

herpretation problem of noun phrases.
probabilistic models are limited by the lack of deep P P P
linguistic mformatlpn. _In_thl_s paper we _mvestlgateg_2 The data
the role of cross-linguistic information in the task
of English NP semantic interpretation and show th&he data was collected from two text collections
importance of a set of novel linguistic features. with different distributions and of different genre,
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PossEssIONfamily estate)KINSHIP (sister of the boy)PROPERTY(lubricant viscosity) AGENT (return of the natives);
THEME (acquisition of stock)TEMPORAL (morning news)PEPICTION-DEPICTED (a picture of my niece)pART-WHOLE
(brush hut)HYPERNYMY (I1S-A) (daisy flower);CAUSE (scream of pain)MAKE/PRODUCE(chocolate factory)INSTRUMENT
(laser treatment);OCATION (castle in the desertpurRPOSEcough syrup)souRcE(grapefruit oil); TopPIC (weather report);
MANNER (performance with passion); beneficiary (rights of citizem®aNs (bus service)exPERIENCER(fear of the girl);
MEASURE (cup of sugar)1YPE (framework law);

Table 1: The list of 22 semantic relations (22-SRs).

Europart and CLUVP. The Europarl data was as-added to the list. The two computational semantics
sembled by combining the Spanish-English, Italianannotators had to tag each English constituent noun
English, French-English and Portuguese-Englistvith its corresponding WordNet sense and each in-
corpora which were automatically aligned based ostance with the corresponding semantic category. If
exact matches of English translations. Then, wihe word was not found in WordNet the instance was
considered only the English sentences which amot considered. Whenever the annotators found an
peared verbatim in all four language pairs. The reexample encoding a semantic category other than
sulting English corpus contained 10,000 sentencéisose provided or they didn’t know what interpre-
which were syntactically parsed (Charniak, 2000)ation to give, they had to tag it a®fHER-SR’, and
From these we extracted the first 3,000 NP instancesspectively bTHER-PP’3. The details of the anno-
(N N: 48.82% and N P N: 51.18%). tation task and the observations drawn from there are
CLUVI is an open text repository of parallel cor- presented in a companion paper (Girju, 2007).
pora of contemporary oral and written texts in some The corpus instances used in the corpus analy-
of the Romance languages. Here, we focused on$ys phase have the following formatNPg,, ;NPgs;
on the English-Portuguese and English-Spanish patP;;; NPr.; NPp..; NPg,; target-. The word
allel texts from the works of John Steinbeck, H. Gtarget is one of the 23 (22 4OTHER-SR) seman-
Wells, J. Salinger, and others. Using the CLUVttic relations and one of the eight prepositions con-
search interface we created a sentence-aligned paidered oroTHER-PP (with the exception of those
allel corpus of 2,800 English-Spanish and EnglishN P N instances that already contain a preposi-
Portuguese sentences. The English versions weien). For example,<development cooperation;
automatically parsed after which each N N andooperacbn para el desarrollo; cooperazione allo
N P N instance thus identified was manually mappeshiluppo; coogration au &veloppement; cooperare
to the corresponding translations. The resulting copentru dezvoltarePURPOSE/ FOR>.
pus contains 2,200 English instances with a distribu- The annotators’ agreement was measured using
tion of 26.77% N N and 73.23% N P N. Kappa statisticsK = %ﬁgm’ WhEI’EPT(A)
is the proportion of times the annotators agree and
Pr(E) is the probability of agreement by chance.
For each corpus, each NP instance was presentéde Kappa values were obtained on Europarl (N N:
separately to two experienced annotators in a wéb80 for 8-PP and 0.61 for 22-SR; N P N: 0.67 for
interface in context along with the English sentenc@2-SR) and CLUVI (N N: 0.77 for 8-PP and 0.56 for
and its translations. Since the corpora do not cové2-SR; N P N: 0.68 for 22-SR). We also computed
some of the languages (Romanian in Europarl ariie number of pairs that were tagged waHER
CLUVI, and Italian and French in CLUVI), three by both annotators for each semantic relation and
other native speakers of these languages and flpreposition paraphrase, over the number of exam-
ent in English provided the translations which weréles classified in that category by at least one of the
- judges (in Europarl: 91% for 8-PP and 78% for 22-
Yhttp://www.isi.edu/koehn/europarl/. This corpus containsSR; in CLUVI: 86% for 8-PP and 69% for 22—SR).

over 20 million words in eleven official languages of the Euro- . .
pean Union covering the proceedings of the European Parlia- The agreement obtained on the Europarl corpus is

ment from 1996 to 2001.
2CLUVI - Linguistic Corpus of the University of Vigo - Par- 3The annotated corpora resulted in this research is available
allel Corpus 2.1 - http://sli.uvigo.es/CLUVI/ at http://apfel.ai.uiuc.edu.
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higher than the one on CLUVI on both classificatiorcle}, .. {entity}. This feature helps generalize over
sets. This is partially explained by the distribution othe semantic classes of the two nouns in the corpus.
semantic relations in both corpora, as will be show

) . B3 and F4. WordNet derivationally related form
in the next subsection.

specifies if the head (F3) and the modifier (F4) nouns
are related to a corresponding WordNet verb (e.g.

3.4 Cross-linguistic distribution of Syntactic .
statementlerived fromto state cry from to cry).

Constructions

From the sets of 2,954 (Europarl) and 2,16&5. Prepositional cueshat link the two nouns in an
(CLUVI) instances resulted after annotation, théNP. These can be either simple or complex preposi-
data show that over 83% of the translation patterri#ns such asdf’ or “according t6. In case of NN

for both text corpora on all languages were of thénstances, this feature is “=" (e.gramework lavy.

type N N and N P N. However, while their distribu- £g and F7. Type of nominalized noundicates the
tion is balanced in the Europarl corpus (about 45%pecific class of nouns the head (F6) or modifier (F7)
with a64% N P N —26% N N ratio for Romanian), pelongs to depending on the verb it derives from.
in CLUVI the N P N constructions occur in more gjrst e check if the noun is a nominalization. For
than 85% of the cases (again, with the exception %nglish we used NomLex-Plus (Meyers et al., 2004)
Romanian — 50%). It is interesting to note here that, map nouns to corresponding vefogor exam-
some of the English NPs are translated into bothje «destruction of the city where destructionis
noun-noun and noun-adjective compounds in the nominalization. F6 and F7 may overlap with fea-
target languages. For exampleve affairtranslates ,res F3 and F4 which are used in case the noun to be
in ltalian asstoria d'amoreor the noun-adjective checked does not have an entry in the NomLex-Plus
compoundrelazione amorosa There are also in- gjctionary. These features are of particular impor-
stances that have just one word correspondent {gnce since they impose some constraints on the pos-
the target language (e.gankle bootis bottinein  gjpje set of relations the instance can encode. They
French). The rest of the data is encoded by othgsye the following values (identified based on list of
syntactic paraphrases (€.gomb siteis luogo dove  yerps extracted from VerbNet (Kipper et al., 2000)):
& esplosa la bombgt.)). *. a. Active form nouns which have an intrinsic

From the initial corpus we considered those Enaciive voice predicate-argument structure. (Giorgi
glish instances that had all the translations encodegq Longobardi, 1991) argue that in English this is a
only by NN and N P N. Out of these, we selectehecessary restriction. Most of the time, they rep-
only 1,023 Europarl and 1,008 CLUVIinstances engesent states of emotion, such as fear, desire, etc.
coded by NN and N P Nin all languages consideregthese nouns mark their internal argument through
and resulted after agreement. of and require most of the time prepositions |ar

and notdewhen translated in Romance. Our obser-

4 Model vations on the Romanian translations (captured by
4.1 Feature space features F12 and F13 below) show that the possible

We have identified and experimented with 13 Nfeases of ambiguity are solved by the type of syntac-

features presented below. With the exceptions di¢ construction used. For example, N N genitive-
features F1-F5 (Girju et al., 2005), all the other fealarked constructions are used foXPERIENCER-

tures are novel. encoding instances, while de Nor N pentru N(N
_ for N) are used for other relations. Such examples
A. English Features arethe love of childres- THEME (and notthe love by

F1 andF2. Noun semantic classpecifies the Word- the childrer). (Giorgi and Longobardi, 1991) men-
Net sense of the head (F1) and modifier noun (F2jon that with such nouns that resist passivisation,

and ImpIICItIy points to all its hypernyms. For ex- SNomLex-Plus is a hand-coded database of 5,000 verb nom-

ample, the hypernyms afar#1 are: {mOtOf vehi- inalizations, de-adjectival, and de-adverbial nouns including the
- corresponding subcategorization frames (verb-argument struc-
““the place where the bomb is explotiéid.) ture information).
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the preposition introducing the internal argument4.2 Learning Models

even if it is of, has always a semantic content, anc‘iNe have experimented with the support vector ma-

is not a bare case-marker realizing the genitive CasEyinas (SVM) modél and compared the results

. b. Unaccusatl_ve (ergative) nounsvhmh_ are de- against two state-of-the-art models: a supervised
rived from ergative verbs that take only internal ar'model, Semantic Scattering (SS), (Moldovan and
escu, 2005), and a web-based unsupervised
model (Lapata and Keller, 2004). The SVM and SS
models were trained and tested on the Europarl and
CLUVI corpora using a 8:2 ratio. The test dataset
was randomly selected from each corpus and the test
nouns (only for English) were tagged with the cor-
responding sense in context using a state of the art
WSD tool (Mihalcea and Faruque, 2004).

After the initial NP instances in the training and

deleted as in the following sentences (ITht lead
singer disbanded the group in 1991and (2) “The
group disbanded. Thus, the corresponding erga-
tive nominalizatiorthe disbandment of the groemn-
codes arHEME relation and NOAGENT.

c. Unergative (intransitive) nounsare derived
from intransitive verbs and take oriGENT seman-

tic relations. For exampléhe departure of the girl : .
P P g test corpora were expanded with the corresponding

d. Inherently passive nounssuch asthe cap-
ture of the soldier These nouns, like the verbs theyfeatures, we had to prepare them for SVM and SS.

are derived from, assume a defasdiENT (subject) The method consis_ts_of a set of autom.atic iterative
and being transitive, associate to their internal argLEJ_rocedures of speplallzatlon of the English nouns on
. Cotm the WordNets-A hierarchy. Thus, after a set of nec-
ment (introduced by “of” in the example above) the e :
THEME relation. essary §peC|aI|zat|on |tera}t|ons, the method produces
specialized examples which through supervised ma-
B. Romance Features chine learning are transformed into sets of seman-
F8, F9, F10, F1landF12. Prepositional cueshat tic rules. This specialization procedure improves
link the two nouns are extracted from each transldhe system's performance since it efficiently sepa-
tion of the English instance: F8 (Es.), F9 (Fr.), F10ates the positive and negative noun-noun pairs in
(It.), F11 (Port.), and F12 (Ro.). These can be eithéhe WordNet hierarchy.
simple or complex prepositions (e.dg in materia Initially, the training corpus consists of examples
de(Es.)) in all five Romance languages, or the Roin the format exemplified by the feature space. Note
manian genitival article@/ai/ale In Romanian the that for the English NP instances, each noun con-
genitive case is assigned by the definite article of th&tituent was expanded with the corresponding Word-
first noun to the second noun, case realized as a sifet top semantic class. At this point, the general-
fix if the second noun is preceded by the definite artized training corpus contains two types of examples:
cle or as one of the genitival articlagi/ale For ex- unambiguous and ambiguous. The second situation
ample, the noun phraglee beauty of the giiis trans- occurs when the training corpus classifies the same
lated asfrumusetea fetegfbeautythe girl-gen), and noun — noun pair into more than one semantic cat-
the beauty of a girhsfrumusetea unei fetgeauty egory. For example, both relationshipshbcolate

the gengirl). For N N instances, this feature is “~". caké-PART-WHOLE and “chocolate articl&ToPIC
F13. Noun inflectioris defined only for Romanian '€ Mapped into the more general typentity#1,

and shows if the modifier noun is inflected (indicategnt'ty#_l’ PART-WHOLE/TOPIC> N We recurswely_
the genitive case). This feature is used to help diffeSPeCialize these examples to eliminate the ambigu-
entiate between instances encodigga and other |t)_/. By spemallzatlon_, the semantic class is replaced
semantic relations in N N compounds in Romaniaﬁ’.‘”th the corresponding hyponym for that particular

It also helps in features F6 and F7, case a) when ti&NSE, 1€ the concept immediately bel_ow in the hi-
choice of syntactic construction reflects different se€Trchy. These steps are repeated until there are no

manti ntent. For exampl@ybir ntr i —
antic conte 0 e. amplejb ea'pe. u COP ®We used the package LIBSVM with a radial-based kernel
(N P N) the love for childrejand notiubirea copi-  hitp:/awww.csie.ntu.edu. twkjlin/libsvm/

ilor (N N) (love expressed by the childjen "The specialization procedure applies only to features 1, 2.
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more ambiguous examples. For the example above, Experimental results

g:e_ Spﬁcﬁngté?:itsz?grsca;kg]eaz(rjs;g;{tfgg entit Table 2 shows the results obtained against SS and
y- Py Y y Lapata & Keller's model on both corpora and the

(for article). For the unambiguous examples in the o e :
. . ... contribution the features exemplified in one baseline
generalized training corpus (those that are classifie ) : T
. | ; : . and six versions of the SVM model. The baseline is
with a single semantic relation), constraints are d

e .. )
termined using cross validation on SVM. defined only for the English parf[ of_the NP feature
. . - set and measures the the contribution of the Word-
A. Semantic Scatteringuses a training data set

. ) Net1s-A lexical hierarchy specialization. The base-
to establish a boundarg#* on WordNet noun hier- y sp

. . line does not differentiate between unambiguous and
archies such that each feature pair of noun — noun , . . .
. . : ambiguous training examples (after just one level
senseg;; on this boundary maps uniquely into one T o
. . ) . specialization) and thus, does not specialize the am-

of a predefined list of semantic relations, and an

feature pair above the boundary maps into more thar%guous ones. Moreover, here we wanted to see what
P . ) y map . iS the difference between SS and SVM, and what is
one semantic relation. For any new pair of noun—

noun senses, the model finds the closest WordNteqe contrlpgtlon of the qthgr E’ﬁg"Sh features, such
. as preposition and nominalization (F1-F7).
boundary pair.

The table sh that II'th f i
The authors define witlSC™ — {f™} and e table shows that, overall the performance is

h h . better for the Europarl corpus than for CLUVI. For
5¢ . .{fj} the sets of semgntlc class featureﬁ]e Baseline and'V M, SS [F1 + F2] gives bet-
for' mc:cdlfler (rj]_?_un an:, rzspecnvely head n_oun.l 'At‘er results than SVM. The inclusion of other English
ﬁ]?g 2 sZTngnltifrc@sse?eatE?eur;)Satrm?‘E”S l}glqiey features (SVM [F1-F7]) adds more than 15% (with

- ¢ J5 ' ahigherincrease in Europarl) f6fV M.
denoted asf;;. The probability of a semantic re- d par) !
lation r given feature paitfi;, P(r|fi;) = nrngfj) The contrlputlc_)n of_Romance linguistic featgres
o &ince our intuition is that the more translations are

is defined as the ratio between the number of o ) } )
currences of a relation in the presence of fea- provided for an English noun phrase instance, the

ture pair f;; over the number of occurrences Ofbetter the results, we wanted to see what is the im-
feature pairf;; in the corpus. The most proba—paCt of each Romance language on the overa_LII per-
ble semantic relatiofi is arg max,cz P(r|fi;) = formance. ThusSV M, shows the results obtained

arg max,cp P(fi;|r)P(r). for English and the Romance language that con-

B. (Lapata and Keller, 2004)'s web-based un- tributed the least to the performance (F1-F12). Here

supervised modelclassifies noun - noun instancesV® computed the performance on all five English —

based on Lauer's list of 8 prepositions and useIgomance language combinations and chose the Ro-

the web as training corpus. They show that thhance language that provided the best result. Thus,

best performance is obtained with the trigram mod I VIM #i’ #3, #4, #5, agcle#6 ad_d S_pa?]'_Sh’ I;renché
F(n1,p,n2). The count used for a given trigram is talian, Portuguese, and Romanian in this order an

the number of pages returned by Altavista on the ms_how the contribution of each Romance preposition

gram corresponding queries. For example, for th%nCI all features for English.

test instancevar stories the best number of hits was The language rankmg_ in Table 2 shows tha_t Ro-
obtained with the querstories about war mance languages considered here have a different

For the Europarl and CLUVI test sets, we repli_contribution to the overall performance. While the

cated Lapata & Keller's experiments using Godgle ?dd't'on ofPIta![|an n E(ijroparl[ dsgreas;ehs_ the I—? er
We formed inflected queries with the patterns the prmance, Foriuguese doesnt add anything. How-

proposed and searched the web. _%ver, a closer anaIyS|s_ of_ the_ data shows that_thls
is mostly due to the distribution of the corpus in-
8As Google limits the number of queries to 1,000 per daystances. For example, French, Italian, Spanish, and

we repeated the experiment for a number of days. Althougpgrtyguese are most of the time consistent in the
(Lapata and Keller, 2004) used Altavista in their experiments hoi f it t of the ti if th
they showed there is almost no difference between the correlg- oice of preposition (e.g. most o e ume, | €

tions achieved using Google and Altavista counts. preposition 'de’ ('of’) is used in French, then the
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Learning models Results[%]
CLUVI Europarl
8-PP [ 22-SR | 8-PP [ 22-SR
Baseline (En.) (no specializ.)] SS (F1+F2) 4411 | 48.03 | 38.7 38
SVM (F1+F2) | 36.37| 40.67 | 31.18| 34.81
SVM (F1-F7) — 52.15 - 47.37
SVM; (En.) SS (F1+F2) 56.22 | 61.33 | 53.1 | 56.81
SVM (F1+F2) | 45.08| 46.1 | 40.23| 42.2
SVM (F1-F7) — 62.54 — 74.19
SVM: (En. + Es.) SVM (F1-F8) - 64.18 — 75.74
SVM; (En.+Es.+Fr.) SVM (F1-F9) - 67.8 - 76.52
SVM, (En.+Es.+Fr.+It.) SVM (F1-F10) — 66.31 - 75.74
SVMj; (En.+Es.+Fr.+lt+Port.) SVM (FI-F11)| - 67.12 | — 75.74
SVMs (En.+Romance: F1-F13) - 74.31 - 77.9
Lapata & Keller’s unsupervised model (En.) | 44.15 - 45.31 -

Table 2: The performance of the cross-linguistic SVM models comparédsagae baseline, SS model and
Lapata & Keller's unsupervised moddccuracy(number of correctly labeled instances over the number of
instances in the test set).

corresponding preposition is used in the other fourlive) and not asuleiul maslinei (oil-the olive-gen).
language translations). A notable exception her®ther examples includeause andToPIC.
is Romanian which provides two possible construc- Lauer’s set of 8 prepositions represents 94.5%
tions: the N P N and the genitive-marked N N. ThgEuroparl) and 97% (CLUVI) of the N P N in-
table shows (in the increase in performance betweatances. From these, the most frequent preposition
SV M5 and SV Mg) that this choice is not random, is “of” with a coverage of 70.31% (Europarl) and
but influenced by the meaning of the instances (fe®5.08% (CLUVI). Moreover, in the Europarl cor-
tures F12, F13). This observation is also supportguls, 26.39% of the instances are synthetic phrases
by the contribution of each feature to the overall perfwhere one of the nouns is a nominalization) encod-
formance. For example, in Europarl, the WordNeing AGENT, EXPERIENCER THEME, BENEFICIARY.
verb and nominalization features of the head nou@ut of these instances, 74.81% use the preposition
(F3, F6) have a contribution of 4.08%, while for theof. In CLUVI, 11.71% of the examples were ver-
modifier nouns it decreases by about 2%. The prepbal, from which the prepositioof has a coverage of
sition (F5) contributes 4.41% (Europarl) and 5.24982.20%. The many-to-many mappings of the prepo-
(CLUVI) to the overall performance. sitions (especiallpf/dé to the semantic classes adds
A closer analysis of the data shows that in Euto the complexity of the interpretation task. Thus,
roparl most of the N N instances were naming noufor the interpretation of these constructions a system
compounds such agamework law(TYPE) and, mustrely on the semantic information of the prepo-
most of the time, are encoded by N N patterns isition and two constituent nouns in particular, and
the target languages (e.degge quadro(lt.)). In  on context in general.
the CLUVI corpus, on the other hand, the N N Ro- In Europarl, the most frequently occurring re-
mance translations represented only 1% of the datations arePURPOSE TYPE, and THEME that to-
A notable exception here is Romanian where mogfether represent about 57% of the data followed by
NPs are represented as genitive—marked noun COPART-WHOLE, PROPERTY TOPIC, AGENT, andLO-
pounds. However, there are instances that are eDATION with an average coverage of about 6.23%.
coded mostly or only as N P N constructions and thisMoreover, other relations such asSNSHIP, DE-
choice correlates with the meaning of the instanc@ICTION, MANNER, MEANS did not occur in this
For examplethe milk glass(PURPOSH translates corpus and 5.08% representedHER-SR relations.
as paharul de lapte(glassthe of milk) and not as This semantic distribution contrasts with the one
paharul laptelui(glassthe milk-gen), the olive oil in CLUVI, which uses a more descriptive lan-
(sourcp translates asleiul de nasline(oil-theof guage. Here, the most frequent relation by far
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iS PART-WHOLE (32.14%), followed byLoCATION NP interpretation is novel in several ways. We de-
(12.40%),THEME (9.23%) andTHER-SR(7.74%). fined the problem in a cross-linguistic framework

It is interesting to note here that only 5.70% of theand provided empirical observations on the distribu-
TYPE relation instances in Europarl were uniquetion of the syntax and meaning of noun phrases on
This is in contrast with the other relations in bothtwo different corpora based on two state-of-the-art
corpora, where instances were mostly unique. classification tag sets.

We also report here our observations on Lap- As future work we consider the inclusion of other
ata & Keller's unsupervised model. An analysigeatures such as the semantic classes of Romance
of these results showed that the order of the comouns from aligned EuroWordNets, and other sen-
stituent nouns in the N P N paraphrase plays an intence features. Since the results obtained can be seen
portant role. For example, a search food ves- as an upper bound on NP interpretation due to per-
selsgenerated similar frequency counts fassels fect English - Romance NP alignment, we will ex-
of blood and blood in vessels About 30% noun - periment with automatic translations generated for
noun paraphrasable pairs preserved the order in tHee test data. Moreover, we like to extend the anal-
corresponding N P N paraphrases. We also manualgis to other set of languages whose structures are
checked the first five entries generated by Google fofery different from English and Romance.
each most frequent prepositional paraphrase for 50
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