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Abstract pressed by several means (synonyms, etc.) and dis-
course cues are often rare and corpus-specific.
Topic segmentation and identification are of- To overcome these difficulties, some systems

ten tackled as separate problems whereas make use of domain-independent knowledge about
they are both part of topic analysis. In this  |exical cohesion: a lexical network built from a dic-
article, we study how topic identification can tionary in (Kozima, 1993); a thesaurus in (Mor-
help to improve a topic segmenter based on  is and Hirst, 1991); a large set of lexical co-
word reiteration. We first present an unsu-  gccurrences collected from a corpus in (Choi et al.,
pervised method for discovering the topics  2001). To a certain extent, these lexical networks
of a text. Then, we detail how these topics  enaple topic segmenters to exploit a sort of concept
are used by segmentation for finding topical  rejteration. However, their lack of any explicit topi-
similarities between text segments. Finally,  ca| structure makes this kind of knowledge difficult
we show through the results of an evaluation 5 yse when lexical ambiguity is high.

done both for French and English the inter- The most simple solution to this problem is to ex-
est of the method we propose. ploit knowledge about the topics that may occur in
documents. Such topic models are generally built
from a large set of example documents as in (Yam-

In this article, we address the problem of linear topiéon et al., 1998), (Blei and Moreno, 2001) or in one
segmentation, which consists in segmenting do&omponent of (Beeferman et al., 1999). These sta-
uments into topically homogeneous segments thigtical topic models enable segmenters to improve
does not overlap each other. This part of the Digheir precision but they also restrict their scope.
course Analysis field has received a constant interestHybrid systems that combine the approaches
since the initial work in this domain such as (Hearstwe have presented were also developed and illus-
1994). One criterion for classifying topic segmentrated the interest of such a combination: (Job-
tation systems is the kind of knowledge they debins and Evett, 1998) combined word recurrence,
pend on. Most of them only rely on surface featurego-occurrences and a thesaurus; (Beeferman et al.,
of documents: word reiteration in (Hearst, 19941999) relied on both lexical modeling and discourse
Choi, 2000; Utiyama and Isahara, 2001; Galley egtues; (Galley et al., 2003) made use of word reitera-
al., 2003) or discourse cues in (Passonneau and Liton through lexical chains and discourse cues.

man, 1997; Galley et al., 2003). As such systems do The work we report in this article takes place in
not require external knowledge, they are not sensihe first category we have presented. It does not
tive to domains but they are limited by the type ofrely on anya priori knowledge and exploits word
documents they can be applied to: lexical reiterationsage rather than discourse cues. More precisely,
is reliable only if concepts are not too frequently exwe present a new method for enhancing the results
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of segmentation systems based on word reiteratiamords. It is also a way to exploit long-range rela-
without relying on any external knowledge. tions between words at a local level. More globally,
it helps to reduce the false detection of topic shifts.
2 Principles . . e
3 Unsupervised Topic Identification
I_n most of the algorithms in the text segmentatioryy, approach we propose first requires to discover
f'fald’ .documents are represented as sequences of B?e topics of texts. For performing such a task with-
sic discourse units. When they are written texts, ¢ usinga priori knowledge, we assume that the

these units are generally sentences, which is also t%st representative words of each of the topics of
case in our work. Each unit is turned into a vector 05 text occur in similar contexts. Hence. for each

words, following the principles of th¥ector Space word of the text with a minimal frequency, we col-

model. Then, the similarity bet\{veen the_ba§|c UNitRyct its co-occurrents, we evaluate the pairwise simi-
of a textis evaluated by computing a similarity rneaIarity of these selected text words by relying on their

sure bgtvv_een thg vectors that represer_n them. Suc@@occurrents and finally, we build topics by apply-
similarity is considered as representative of the t0|q-ng an unsupervised clustering method to them
ical closeness of the corresponding units. This prin-

ciple is also applied to groups of basic units, such &1 Building the similarity matrix of text words

text segments, because of the properties OMi®  The first step for discovering the topics of a text is
tor Spacemodel. Segments are finally delimited by, jinguistic pre-processing of it. This pre-processing
locating the areas where the similarity between unitgits the text into sentences and represents each of
or groups of units is weak. them as the sequence of its lemmatized plain words,
This quick overview highlights the important rolethat is, nouns (proper and common nouns), verbs
of the evaluation of the similarity between discoursgng adjectives. After filtering the low frequency
units in the segmentation process. When no extefyords of the text (frequency < 3), the co-occurrents
nal knowledge is used, this similarity is only basegf the remaining words are classically collected by
on the strict reiteration of words. But it can be en'recording the co-occurrences in a fixed-size win-
hanced by taking into account semantic relations befw (15 plain words) moved over the pre-processed
tween words. This was done for instance in (Jobbingxt. As a result, each text word is represented by
and Evett, 1998) by taking semantic relations frony vector that contains its co-occurrents and their co-
Roget’s Thesaurus. This resource was also used é@currence frequency_ The pairwise S|m||ar|ty be-
(Morris and Hirst, 1991) where the similarity be-tween all the selected text words is then evaluated
tween discourse units was more indirectly evaluate@r building their similarity matrix. We classically

through the lexical chains they share. The same agpply theCosinemeasure between the vectors that
proach was adopted in (Stokes et al., 2002) but withspresent them for this evaluation.

WordNet as the reference semantic resource. o _ _

In this article, we propose to improve the detec3-2 From a similarity matrix to text topics
tion of topical similarity between text segments bufl he final step for discovering the topics of a text is
without relying on any external knowledge. For eaclthe unsupervised clustering of its words from their
text to segment, we first identify its topics by persimilarity matrix. We rely for this task on an adap-
forming an unsupervised clustering of its words actation of the Shared Nearest Neighbor (SNN) algo-
cording to their co-occurrents in the text. Thus, eactithm described in (Ertdz et al., 2001). This algo-
of its topics is represented by a subset of its vocalsithm particularly fits our needs as it automatically
ulary. When the similarity between two segments isletermines the number of clusters — in our case the
evaluated during segmentation, the words they shanember of topics of a text — and does not take into
are first considered but the presence of words of treccount the elements that are not representative of
same topic is also taken into account. This makdhe clusters it builds. This last point is important for
it possible to find similar two segments that refer tour application as all the plain words of a text are
the same topic although they do not share a lot afot representative of its topics. The SNN algorithm
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in the similarity graph. This transposition makes the
- similarity values more reliable, especially for high-
T e i dimensional data like textual data. Strong links in
R the SNN graph are finally detected by applying a
AR 2 fixed threshold to the distribution of shared neigh-
¥ ehaking bor numbers (step 3). A word with a high number
4 omriy NS of strong links is taken as the seed of a topic as it is
Rtockh|_—71Par Sarcass representative of the set of words that are linked to
v it. On the contrary, a word with few strong links is
ki %dm supposed to be outlier (step 4).
Fmarket The second stage of the SNN algorithm first
i~ Sarector builds text topics by associating to topic seeds the
& ear remaining words that are the most similar to them
provided that their number of shared neighbors is
high enough (step 5). Moreover, the seeds that are
Figure 1: Similarity graph after its sparsification judged as too close to each other are also grouped
during this step in accordance with the same crite-
ria. The last two steps bring small improvements to
g(h(—:‘ results of this clustering. First, when the num-
eb’er of words of a topic is too small (size < 3), this
larity matrix: each vertex represents a text word ant pic is judged as insignificant and it is discarded
step 6). Its words are added to the set of words with-

an edge links two words whose similarity is not null. 4 .
The SNN algorithm splits up into two main stages:OUt topic after step 5. We added this step to the SNN

the first one finds the elements that are the most realgorlthm to balance the fact that without any ex-

resentative of their neighborhood. These elemenf rnal knowledge, all the semantic rglat|ons between
text words cannot be found by relying only on co-

are the seeds of the final clusters that are built in the ren Finallv. the remaining text topi ;
second stage by aggregating the remaining elememec T eNce. ally, the remaining text topics are
. o extended by associating to them the words that are
to those selected by the first stage. This first sta%e ) ) .
either noise nor already part of a topic (step 7). As
topics are defined at this point more precisely than at
step 4, the integration of words that are not strongly
linked to a topic seed can be safely performed by
relying on the average strength of their links in the
SNN graph with the words of the topic. After the
SNN algorithm is applied, a set of topics is associ-
ated to the text to segment, each of them being de-

fined as a subset of its vocabulary.

froad QBES

Rast

Ccompany:

(see Algorithm 1) performs clustering by detectin
high-density areas in a similarity graph. In our cas
the similarity graph is directly built from the simi-

Algorithm 1 SNN algorithm
1. sparsification of the similarity graph
building of the SNN graph
computation of the distribution of strong links
search for topic seeds and filtering of noise
building of text topics
removal of insignificant topics
extension of text topics

No o s~MwDd

4 Using Text Topics for Segmentation

starts by sparsifying the similarity graph, which is _ _ _ _ _
done by keeping only the links towards thék=10) 4.1 Topic segmentation using word reiteration
most similar neighbors of each text word (step 1)As TextTiling the topic segmentation method of
Figure 1 shows the resulting graph for a two-topidearst (Hearst, 1994), the topic segmenter we pro-
document of our evaluation framework (see Seqose, called FO06, first evaluates the lexical cohesion
tion 5.1). Then, the similarity graph is transposeaf texts and then finds their topic shifts by iden-
into a shared nearest neighbor (SNN) graph (step 2jfying breaks in this cohesion. The first step of
In this graph, the similarity between two words isthis process is the linguistic pre-processing of texts,
given by the number of direct neighbors they sharerhich is identical for topic segmentation to the pre-
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processing described in Section 3.1 for the discover- The next step is done by removing as a possible
ing of text topics. The evaluation of the lexical cohetopic shift each minimum that is not farther than 2
sion of a text relies as foFextTilingon a fixed-size sentences from its preceding neighbor. Finally, the
focus window that is moved over the text to segmergelection of topic shifts is performed by applying a
and stops at each sentence break. The cohesiontlimeshold computed from the distribution of mini-
the part of text delimited by this window is evalu-mum scores. Thus, a minimum is kept as a topic
ated by measuring the word reiteration between itshift if score(m) > p—a-o, wherep is the average
two sides. This is done in our case by applying thef minimum scoresg their standard deviation and
Dice coefficienbetween the two sides of the focusis a modulator§ = 0.6 in our experiments).
window, following (Jobbins and Evett, 1998). This . ) .
cohesion value is associated to the sentence breakizt USINg text topics to enhance segmentation
the transition between the two sides of the windowl he heart of the algorithm we have presented above
More precisely, ifi¥; refers to the vocabulary of the is the evaluation of Iexical cohesion in the focus win-
left side of the focus window ant/,. refers to the dow, as given by Equation 1. This evaluation is
vocabulary of its right side, the cohesion in the winalso a weak point asard(W; N W,.) only relies on
dow at positionz is given by: word reiteration. As a consequence, two different
words that respectively belongs ; and W, but

2 - card(Wy N Wr) (1) also belong to the same text topic cannot contribute
card(Wi) + card(W;) to the identification of a possible topical similarity
between the two sides of the focus window.

The algorithm FO6T is based on the same princi-

Lcrec(x) =

This measure was adopted instead of @asine

measure used ifiextTilingbecause its definition in

terms of sets makes it easier to extend for taking intE’)IehS as F(t))G Pukt I gx'iends the te;;]alL;atlpn IOf |eX.IC8.|
account other types of relations, as in (Jobbins angy1es1on by taking info account the topical proxim-

Evett, 1998). A cohesion value is computed for eacl OT words. The reference top|c§ for !udgmg this
joximity are of course the text topics discovered by

sentence break of the text to segment and the fin%] ) X )
the method of Section 3. In this extended version,

result is a cohesion graph of the text. th luadi t th hesion in the f ind
The last part of our algorithm is mainly taken. € evaluation ot the cohesion In the Tocus window

from the LCsegsystem (Galley et al., 2003) and is'S made of three steps:
divided into three steps: e computation of the word reiteration cohesion;

e computation of a score evaluating the probabil- e determination of the topic(s) of the window;
ity of each minimum of the cohesion graph to

be a topic shift; e computation of the cohesion based on text top-

ics and fusion of the two kinds of cohesion.

e removal of segments with a too small size; The first step is identical to the computation of the

e selection of topic shifts. cohesion in FO6. The second one aims at restrict-
ing the set of topics that are used in the last step
The computation of the score of a minimumbe-  to the topics that are actually representative of the
gins by finding the pair of maximéaandr around it. content of the focus windowi,e. representative of
This score is then given by: the current context of discourse. This point is espe-
cially important in the areas where the current topic
= LCQ) + LC(r) —2- LC(m) (2) is changing because amplifying the influence of the
2 surrounding topics can lead to the topic shift being
This score, whose values are between 0 and 1, isn@issed. Hence, a topic is considered as represen-
measure of how high is the difference between thiative of the content of the focus window only if it
minimum and the maxima around it. Hence, it fatnatches each side of this window. In practice, this
vors as possible topic shifts minima that corresponchatching is evaluated by applying tkimsinemea-
to sharp falls of lexical cohesion. sure between the vector that represents one side of
483
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the window and the vector that represents the fopibased on the building of artificial texts made of seg-
and by testing if the resulting value is higher than anents extracted from different documents. It has at
fixed threshold (equal to 0.1 in the experiments dieast two advantages: the reference corpus is easy
Section 5). It must be noted that several topics may build as it does not require human annotations;
be associated to the focus window. As the discoyparameters such as the size of the documents or the
ering of text topics is done in an unsupervised wagegments can be precisely controlled. But it has also
and without any external knowledge, a theme of an obvious drawback: its texts are artificial. Thisis a
text may be scattered over several identified topigsroblem in our case as our algorithm for discovering
and then, its presence can be characterized by ségxt topics exploits the fact that the words of a topic
eral of them. tend to co-occur at the document scale. This hypoth-
The last step of the cohesion evaluation first coresis is no longer valid for documents built accord-

sists in determining for each side of the focus wining to the procedure of Choi. It is why we adapted
dow the number of its words that belong to one ohis framework for having more realistic documents
the topics associated to the window. The cohesionithout losing its advantages. This adaptation con-
of the window is then given by Equation 3, that es-

timates the significance of the presence of the text French | English
topics in the window: # source doc. 128 87
# source topics 11 3
card(TW;) + card(TW,) 10 (84%)| 10 (97%)
LCow(@) = = av) T earaqvyy © SegMents/doc. | g’ 160) | 8 (3%)
sentences/doc. 65 68
whereTW;cq -y = (WiNT,) — (Wi NW;.) andT, plain words/doc| 797 604

is the union of all the representations of the topics
associated to the windowl'W; corresponds to the
words of thei side of the window that belong to the

topics of the window¥V;NT’,) but are not part of the cerns the way the document segments are selected.
VocabUIary from which the lexical cohesion base%stead of tak|ng each Segment from a different doc-
on word reiteration is computedig N W;.). ument, we only use two source documents. Each of
Finally, the global cohesion in the focus windowthem is split into a set of segments whose size is be-
is computed as the sum of the two kinds of cohesiofween 3 and 11 sentences, as for Choi, and an eval-
the one computed from word reiteration (see Equaration document is built by concatenating these seg-
tion 1) and the one computed from text topics (Sefents in an alternate way from the beginning of the
Equation 3). source documents.e. one segment from a source
document and the following from the other one, un-
til 10 segments are extracted. Moreover, in order
to be sure that the boundary between two adjacent
segments of an evaluation document actually corre-
The main objective of our evaluation was to verifysponds to a topic shift, the source documents are se-
that taking into account text topics discovered withtected in such a way that they refer to different top-
out relying on external knowledge can actually imics. This point was controlled in our case by taking
prove a topic segmentation algorithm that is initiallydocuments from the corpus of the CLEF 2003 eval-
based on word reiteration. Since the work of Choiiation for crosslingual information retrieval: each
(Choi, 2000), the evaluation framework he proposegvaluation document was built from two source doc-
has become a kind of standard for the evaluation @ments that had been judged as relevant for two dif-
topic segmentation algorithms. This framework igerent CLEF 2003 topics. Two evaluation corpora
mof the topic vector has a weight equal to 1 Inmade o.f 100 docum.ents eagh, On.e in French and one
‘ndn English, were built following this procedure. Ta-

the window vector, this weight is equal to the frequency of the . i o
word in the corresponding side of the window. ble 1 shows their main characteristics.

Table 1: Data about our evaluation corpora

5 Evaluation

5.1 Evaluation framework
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5.2 Topic identification 5.3 Topic segmentation

As FO6T exploits document topics, we also evaluror validating the hypothesis that underlies our
ated our method for topic identification. This evaluwork, we applied FO6 and FOBT to find the topic
ation is based on the corpus of the previous sectioBounds in the documents of our two evaluation cor-
For each of its documents, a reference topic is buiiora. Moreover, we also tested four well known seg-
from each group of segments that come from thghenters on our corpora to compare the results of FO6
same source document by gathering the words thaihd FOBT with state-of-the-art algorithms. We clas-
only appear in these segments. A reference topic écally used the error metrig, proposed in (Beefer-
associated to the discovered topic that shares withifian et al., 1999) to measure segmentation accuracy.
the largest number of words. Three complementarp, evaluates the probability that a randomly cho-
measures were computed to evaluate the quality 8én pair of sentences, separatedkbsentences, is
discovered topics. The main one is purity, which isyrongly classifiedj.e. they are found in the same

classically used for unsupervised clustering: segment while they are actually in different ones
. (miss) or they are found in different segments while
Purity — %P(Tdi) ) they are actually in th_e same one (false algrm). We

— 14 also give the value aNindowDiff (WD), a variant of

_ _ Py, proposed in (Pevzner and Hearst, 2002) that cor-
where P(T'd;), the purity of the discovered topic rects some of its insufficiencies. Tables 3 and 4 show
Td;, is equal to the fraction of the vocabularyBd;

that is part of the vocabulary of the reference topi¢ systems \ Py \ Pval(FO6) \ Pval(FO6T) \ WD \

Td; is assigned toy is the vocabulary of all the dis- uoo 2591 | 0.003 1.3e-07 | 27.42
covered topics and; is the vocabulary of'd;. The c99 2757 | 4.26-05 36e-10 | 35.42
second measure evaluates to what extent the ref€freyeTiing* | 21.08| 0.699 0.037 2743
ence topics are represented among the discovered | cseg | 2055 | 0.439 0.111 2831
topics gnd is equal tp the ratio betyveen the nuny F06 2158 ~ 0013 77 83
ber of discovered topics that are assigned to a refer Fo6T 846 0003 ~ 24,05

ence topicdssigned discovered top)and the num-
ber of reference topics. The last measure estimatglag1
how strongly the vocabulary of reference topics i]'::r
present among the discovered topics and is equal to

the ratio between the size of the vocabulary of the _ _ _
assigned discovered topics and the size of the v&€ results of our evaluations for topic segmentation

cabulary of reference topics. Table 2 gives the med§Mmallest values are best results). UOO is the sys-
tem described in (Utiyama and Isahara, 2001), C99

ble 3. Evaluation of topic segmentation for the
ench corpusi, and WD as percentages)

purity reference ref. topic the one proposed in (Choi, 2000) an@segis pre-

topics (%) vocab. (%) sented in (Galley et al., 2003JextTiling*is a vari-

French | 0.771(0.117)| 89.5(23.9) 29.9 (7.8) ant of TextTilingin which the final identification of
English | 0.766 (0.082)| 99.0 (10.0) 31.6 (5.3) topic shifts is taken from (Galley et al., 2003). All

these systems were used as FO6 and FO6T without
Table 2: Evaluation of topic identification fixing the number of topic shifts to find. Moreover,

their parameters were tuned for our evaluation cor-
of each measure, followed by its standard deviatiompus to obtain their best results. For each result, we
Results are globally similar for French and Englishalso give the significance levg},,; of its difference
They show that our method for topic identificationfor P, with FO6 and FO6T, evaluated by a one-side
builds topics that are rather puie. each of them is t-test with a null hypothesis of equal means. Lev-
strongly tied to a reference topic, but their content igls lower than 0.05 are considered as statistically
rather sparse in comparison with the content of thesignificant (bold-faced values). The first important
associated reference topics. point to notice about these tables is the fact that
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systems \ Py ‘pval(F06) ‘ pval(FOGT)‘ WD ‘

and their number of tokens, equal to 8% for the

uoo 19.42 0.048 4.3e-05 | 21.22 French corpus and to 5.6% for the English corpus.
C99 21.63 | 1.2e-04 1.8e-09 | 30.64
TextTiling* | 15.81| 0.308 0111 | 1980| 6 Related Work
LCseg | 14.78| 0.043 0.496 19.73 ,
One of the main problems addressed by our work
Fo6 16.90 / 0.010 2093| s the detection of the topical similarity of two text
FoeT 14.06] 0010 / 18.31 units. We have tackled this problem following an

, _ , endogenous approach, which is new in the topic seg-
Table 4: Evaluation of topic segmentation for thg,antation field to our knowledge. The main advan-
English corpus £, and WD as percentages) tage of this option is that it does not require external
knowledge. Moreover, it can integrate relations be-

FO6T has significantly better results than F06, botfveen words, such as proper nouns for instance, that
for French and English. Hence, it confirms our hyare unlikely to be found in an external resource.
pothesis about the interest of taking into account the Other solutions have been already proposed to
topics of a text for its segmentation, even if thesgeolve the problem we consider. Most of them consist
topics were discovered in an unsupervised way araf two steps: first, they automatically build a seman-
without using external knowledge. Moreover, FO6TC representation of words from the co-occurrences
have the best results among all the tested algorithnggllected from a large corpus; then, they use this
with a significant difference in most of the cases. representation for enhancing the representation of
Another notable point about these results is theiach text unit to compare. This overall principle is
stability across our two corpora, even if these coimplemented with different forms by several topic
pora are quite similar. Whereas FO6 and FO6T weregmenters. In CWM (Choi et al., 2001), a variant
initially developed on a corpus in French, their reof C99, each word of a sentence is replaced by its
sults on the English corpus are comparable to theliepresentation in hatent Semantic Analys(ESA)
results on the French test corpus, both for the difspace. In the work of Ponte and Croft (Ponte and
ference between them and the difference with theroft, 1997), the representations of sentences are ex-
four other algorithms. The comparison with thesg@anded by adding to them words selected from an
algorithms also illustrates the relationships betweegxternal corpus by the means of thecal Context
them: TextTiling*, LCseg F06 and FO6T share a Analysis(LCA) method. Finally in (Caillet et al.,
large number of principles and their overall result£004), a set of concepts are learnt from a corpus
are significantly higher than the results of UOO andh an unsupervised way by using the X-means clus-
C99. This trend is different from the one observedering algorithm and the paragraphs of documents
from the Choi corpus for which algorithms such C9gare represented in the space defined by these con-
or U00 have good resultg(, for C99, U0O, FO6 and cepts. In fact, the way we use relations between
FOG6T is respectively equal to 12%, 10%, 14% an#vords is closer to (Jobbins and Evett, 1998), even
14%). This means probably that algorithms wittif the relations in this work come from a network of
good results on a corpus built as the Choi corpus wifto-occurrences or a thesaurus rather than from text
not necessarily have good results on “true” textdopics. In both cases the similarity of two text units
which agrees with (Georgescul et al., 2006). Finallyis determined by the proportion of their words that
we can observe that all these algorithms have bettgre part of a relation across the two units.
results on the English corpus than on the French one.More globally, our work exploits the topics of a
As the two corpora are quite similar, this differencdext for its segmentation. This kind of approach
seems to come from their difference of languageyas also explored in (Blei and Moreno, 2001) where
perhaps because repetitions are more discouragedimbabilistic topic models were built in an unsuper-
French than in English from a stylistic viewpoint.vised way. More recently, (Purver et al., 2006) has
This tends to be confirmed by the ratio between thalso proposed a method for unsupervised topic mod-
size of the lemmatized vocabulary of each corpusling to address both topic segmentation and identi-
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. : . . hearest neighbor approach. Text Mine’'01, Work-
quire to build topic models from a corpus but as in shop of the ¥ SIAM International Conference on

our case, its results do not outperfok@seg(Galley Data Mining
et al., 2003) while its model is far more complex.
Michel Galley, Kathleen McKeown, Eric Fosler-Lussier,
7 Conclusion and Future Work and Hongyan Jing. 2003. Discourse segmentation of
multi-party conversation. IACL'03, pages 562—-569.
In this article, we have first proposed an unsupei aria Georgescul, Alexander Clark, and Susan Arm
vised method for discovering the topics of a tex{VI strong. 2006. An analysis of quantitative aspects in

without relying on external knowledge. Then, we the evaluation of thematic segmentation algorithms.
have shown how these topics can be used for im- In 7** SIGdial Workshop on Discourse and Dialogue

proving a topic segmentation method based on word Pages 144-151.

rgiteration. Moreoyer, we have proposeq an ad_aptﬁﬁarti A. Hearst. 1994. Multi-paragraph segmentation of
tion of the evaluation framework of Choi that aims expository text. IPACL’94, pages 9—16.

at building more realistic evaluation documents. Fi- ) .
I 9 h d trated the int t of thAmandaC. Jobbins and Lindsay J. Evett. 1998. Text seg-
nally, we have demonstrated the interest ol e \,aniation using reiteration and collocation. AGL-

method we present through its evaluation both on a COLING'98 pages 614-618.

French and an English corpus. Hideki Kozi 1093, Text tation based .
. . Hideki Kozima. . Text segmentation based on sim-
However, the solution we have proposed for im ilarity between words. IrACL'93 (Student Sessign)

proving the identification of topical similarities be-  pages 286-288.

tween text excerpts cannot completely make up for

not using any external knowledge. Hence, we plar@€ Morris and Graeme Hirst. 1991.  Lexical cohe-
sion computed by thesaural relations as an indicator

to use a network of lexical co-occurrences, which is of the structure of text. Computational Linguistics
a source of knowledge that is easy to build automati- 17(1):21-48.

cally from a large corpus. More precisely, we inten . ) .
y 9 P . P . Y . dF&ebecca J. Passonneau and Diane J. Litman. 1997. Dis-
to extend our method for discovering text topics by course segmentation by human and automated means.

combining the co-occurrence graph of a document computational Linguistig23(1):103—139.
with such a network. This network could also be

. . : ; ev Pevzner and Marti A. Hearst. 2002. A critique and
used more directly for topic segmentation as in (‘]OB__ improvement of an evaluation metric for text segmen-

bins and Evett, 1998). tation. Computational Linguistics28(1):19-36.

Jay M. Ponte and Bruce W. Croft. 1997. Text segmen-
References tation by topic. InFirst European Conference on re-

Doug Beeferman, Adam Berger, and John Lafferty. search and advanced technology for digital libraries

gﬁi?]% ngzigisglcgldrg;).ﬁ?_fz(){gext segmentatidfia-  \;atthew Purver, Konrad P. Koérding, Thomas L. Grif-
9 ' ' fiths, and Joshua B. Tenenbaum. 2006. Unsupervised

David M. Blei and Pedro J. Moreno. 2001. Topic seg- topic modelling for multi-party spoken discourse. In
mentation with an aspect hidden markov model. In COLING-ACL 2006pages 17-24.

th .
247 ACM SIGIR pages 343-348. N. Stokes, J. Carthy, and A.F. Smeaton. 2002. Segment-

Marc Caillet, Jean-Frangois Pessiot, Massih Amini, and ing broadcast news streams using lexical chains. In
Patrick Gallinari. 2004. Unsupervised learning with STAIRS'02pages 145-154.

term clustering for thematic segmentation of texts. In ) . . o
RIAO’'04, pages 1-11. Masao Utiyama and Hitoshi Isahara. 2001. A statistical

model for domain-independent text segmentation. In
Freddy Y. Y. Choi, Peter Wiemer-Hastings, and Johanna ACL'01, pages 491-498.
Moore. 2001. Latent semantic analysis for text seg- .
mentation. IEMNLP’01, pages 109-117. J.P. Yamron, I. Carp, L. Gillick, S. Lowe, and P. van Mul-
bregt. 1998. A hidden markov model approach to text
Freddy Y. Y. Choi. 2000. Advances in domain inde- segmentation and event tracking_ IMASSP pages
pendent linear text segmentation.NAACL'0Q pages 333-336.
26-33.

487



