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Abstract

When a word sense disambiguation (WSD)
system is trained on one domain but ap-
plied to a different domain, a drop in ac-
curacy is frequently observed. This high-
lights the importance of domain adaptation
for word sense disambiguation. In this pa-
per, we first show that an active learning ap-
proach can be successfully used to perform
domain adaptation of WSD systems. Then,
by using the predominant sense predicted by
expectation-maximization (EM) and adopt-
ing a count-merging technique, we improve
the effectiveness of the original adaptation
process achieved by the basic active learn-
ing approach.

Introduction
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contains sentences from two different corpora,
namely Brown Corpus (BC) and Wall Street Jour-
nal (WSJ). They found that training a WSD system
on one part (BC or WSJ) of the DSO corpus, and
applying it to the other, can result in an accuracy
drop of more than 10%, highlighting the need to per-
form domain adaptation of WSD systems to new do-
mains. Escudero et al. (2000) pointed out that one
of the reasons for the drop in accuracy is the dif-
ference in sense priors (i.e., the proportions of the
different senses of a word) between BC and WSJ.
When the authors assumed they knew the sense pri-
ors of each word in BC and WSJ, and adjusted these
two datasets such that the proportions of the differ-
ent senses of each word were the same between BC
and WSJ, accuracy improved by 9%.

In this paper, we explore domain adaptation of
WSD systems, by adding training examples from the
new domain as additional training data to a WSD

In natural language, a word often assumes differegystem. To reduce the effort required to adapt a
meanings, and the task of determining the corre/SD system to a new domain, we employ an ac-
meaning, or sense, of a word in different contextéve learning strategy (Lewis and Gale, 1994) to se-
is known as word sense disambiguation (WSD). Tict examples to annotate from the new domain of
date, the best performing systems in WSD use igterest. To our knowledge, our work is the first to
Corpus-based, Supervised |earning approach. witse active Iearning for domain adaptation for WSD.
this approach, one would need to collect a text co similar work is the recent research by Chen et al.
pus, in which each ambiguous word occurrence @006), where active Iearning was used SUCCESSfU”y
first tagged with its correct sense to serve as trainirf§ reduce the annotation effort for WSD of 5 English
data. verbs usingoarse-grainecekvaluation. In that work,
The reliance of supervised WSD systems on anthe authors only used active learning to reduce the
notated corpus raises the important issue of dannotation effort and did not deal with the porting of
main dependence. To investigate this, Escude®WSD system to a new domain.
et al. (2000) and Martinez and Agirre (2000) con- Domain adaptation is necessary when the train-
ducted experiments using the DSO corpus, whicimg and target domains are different. In this paper,
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we perform domain adaptation for WSD of a set ofts BC and WSJ parts to investigate the domain de-
nouns usingine-grainedevaluation. The contribu- pendence of several WSD algorithms. Following the
tion of our work is not only in showing that active setup of (Escudero et al., 2000), we similarly made
learning can be successfully employed to reduce these of the DSO corpus to perform our experiments
annotation effort required for domain adaptation iron domain adaptation.
afine-grainedWSD setting. More importantly, our  Among the few currently available manually
main focus and contribution is in showing how wesense-annotated corpora for WSD, the SEMCOR
can improve the effectiveness of a basic active leariSC) corpus (Miller et al., 1994) is the most widely
ing approach when it is used for domain adaptatiomused. SEMCOR is a subset of BC which is sense-
In particular, we explore the issue of different sensannotated. Since BC is a balanced corpus, and since
priors across different domains. Using the senggerforming adaptation from a general corpus to a
priors estimated by expectation-maximization (EM)more specific corpus is a natural scenario, we focus
the predominant sense in the new domain is pren adapting a WSD system trained on BC to WSJ in
dicted. Using this predicted predominant sense arttis paper. Henceforth, out-of-domain data will re-
adopting a count-merging technique, ingrovethe fer to BC examples, and in-domain data will refer to
effectiveness of the adaptation process. WSJ examples.

In the next section, we discuss the choice of cor-
pus and nouns used in our experiments. We theh2 Choice of Nouns

introduce active learning for domain adaptation, folThe WordNet Domains resource (Magnini and
lowed by count-merging. Next, we describe an EM¢Cavaglia, 2000) assigns domain labels to synsets in
based algorithm to estimate the sense priors in thgordNet. Since the focus of the WSJ corpus is on
new domain. Performance of domain adaptation ugysiness and financial news, we can make use of
ing active learning and count-merging is then prewordNet Domains to select the set of nouns having
sented. Next, we show that by using the predomyt least one synset labeled with a business or finance
inant sense of the target domain as predicted glated domain label. This is similar to the approach
the EM-based algorithm, we improve the effectivetaken in (Koeling et al., 2005) where they focus on
ness of the adaptation process. Our empirical resuli@termining the predominant sense of words in cor-
show that for the set of nouns which have differenpora drawn from finance versus sports domains.
predominant senses between the training and targgénce, we select the subset of DSO nouns that have
domains, we are able to reduce the annotation effogt |east one synset labeled with any of these domain

by 71%. labels:commerceenterprise moneyfinance bank-
_ _ ing, andeconomy This gives a set of 21 nouns:
2 Experimental Setting book businesscenter community condition field,

. . . N figure, houseinterest land, line, moneyneed num-
In this section, we discuss the motivations for choo gure ¢ i . yneed 5
er, order, part, power, society term use value

ing the particular corpus and the set of nouns to con-
9 P P For each noun, all the BC examples are used as

duct our domain adaptation experiments. . L .
P P out-of-domain training data. One-third of the WSJ

2.1 Choice of Corpus examples for each noun are set aside as evaluation

The DSO corpus (Ng and Lee, 1996) contains !Note however that the coverage of the WordNet Domains

ource is not comprehensive, as about 31% of the synsets are
192,800 annotated examples for 121 nouns and ply labeled with “factotum”, indicating that the synset does

verbs, drawn from BC and WSJ. While the BC isnot belong to a specific domain.
built as a balanced corpus, containing texts in var- 225 nouns have at least one synset labeled with the listed

: : P i omain labels. In our experiments, 4 out of these 25 nouns have
lous categories such as religion, politics, humangn accuracy of more than 90% before adaptation (i.e., training

ties, fiction, etc, the WSJ corpus consists primarilgn just the BC examples) and accuracy improvement s less than
of business and financial news. Exploiting the dif1% after all the available WSJ adaptation examples are added

. s additional training data. To obtain a clearer picture of the
ference in coverage between these two corpora, aptation process, we discard these 4 nouns, leaving a set of
cudero et al. (2000) separated the DSO corpus infa nouns.
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Dataset No.of | MFS | No. of No. of Dt < the set of BC training examples
senses | acc. | training | adaptation D. «— the set of untagged WSJ adaptation examples

BC | WSJ| (%) | examples| examples T < WSD system trained on
21nouns| 6.7 6.8 | 61.1 310 406 repeat
9nouns | 79| 8.6 | 65.8 276 416 Prmin — 00

) foreachd € D4 do
Table 1: The average number of senses in BC and 5~ word sense prediction fatusingl’
WSJ, average MFS accuracy, average number of BC B fonf'd‘iﬂ‘é‘i of prediction
training, and WSJ adaptation examples per noun. ppm?:ﬁ D, dir
end
~end
data, and the rest of the WSJ examples are desig- D4 < Da — dmin
nated as in-domain adaptation data. The @iy  Provide correct sensgfor d.; and add g to Dr
. . . T" — WSD system trained on new:D
nounsin Table 1 shows some information abouty,g
these 21 nouns. For instance, these nouns have an _ _ _
average of 6.7 senses in BC and 6.8 senses in WSJ. Figure 1: Active learning

This is slightly higher than the 5.8 senses per verb in
(Chenetal., 2006), where the experiments were cof}; Figure 1. In each iteration, we train a WSD sys-

ducted using coarse-grained evaluation. ASsUMingy, on the available training data and apply it on the
we have access to an “oracle” which determines “'\RISJ adaptation examples. Among these WSJ ex-
predominant sense, or most frequent sense (MFS)yjes, the example predicted with the lowest con-
of each noun in our WSJ test data perfectly, anfljence is selected and removed from the adaptation

we assign this most frequent sense to each Noun {5 The correct label is then supplied for this ex-
the test data, we will have achieved an accuracy %fmple and it is added to the training data.

61.1% as shown in the colunMi=S accuracyf Ta- Note that in the experiments reported in this pa-

glleolé CF![anIy, we note Ithat Wder;g %v&g]‘]avcfra??, OJer, all the adaptation examples are already pre-
raining examples an adaptaliofh, hstated before the experiments start, since all
examples per noun.

the WSJ adaptation examples come from the DSO

3 Active Learning corpus which have already been sense-annotated.
Hence, the annotation of an example needed during

For our experiments, we use naive Bayes as thgach adaptation iteration is simulated by performing

learning algorithm. The knowledge sources we usg [ookup without any manual annotation.
include parts-of-speech, local collocations, and sur-

rounding words. These knowledge sources were e4- Count-merging
fectively used to build a state-of-the-art WSD pro-
gram in one of our prior work (Lee and Ng, 2002)We also employ a technique known a@sunt-
In performing WSD with a naive Bayes classifiermergingin our domain adaptation study. Count-
the senses assigned to an example with featuregnerging assigns different weights to different ex-
fi,..., f» is chosen so as to maximize: amples to better reflect their relative importance.
Roark and Bacchiani (2003) showed that weighted
count-merging is a special case of maximum a pos-
teriori (MAP) estimation, and successfully used it
for probabilistic context-free grammar domain adap-
In our domain adaptation study, we start with dation (Roark and Bacchiani, 2003) and language
WSD system built using training examples drawnmodel adaptation (Bacchiani and Roark, 2003).
from BC. We then investigate the utility of adding Count-merging can be regarded as scaling of
additional in-domain training data from WSJ. In thecounts obtained from different data sets. We let
baseline approach, the additional WSJ examples afedenote the counts from out-of-domain training
randomly selected. With active learning (Lewis andlata, ¢ denote the counts from in-domain adapta-
Gale, 1994), we usencertainty samplings shown tion data, ancg denote the probability estimate by
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count-merging. We can scale the out-of-domain anprocedure of the EM algorithm. In effect, through
in-domain counts with different factors, or just use anaximizing the likelihood of (3), we obtain the a

single weight parametet: priori probability estimates as a by-product.
- B Let us now define some notations. When we ap-

Bf,ls) = cfjrsi) + pelfs, si) (1) ply a classifier trained on Pon an instancexy,

c(si) + Be(si) drawn from the new data setDwe getpy, (w;|x}),

Similarly, which we define as the probability of instangg
_ being classified as clasg by the classifier trained
Blsi) = C(Sz‘lﬂL 5?(31‘) (2) ©OnDg. Further, let us defin; (w;) as the a pri-
c+pc ori probability of classv; in Dy. This can be esti-

Obtaining an optimum value fgt s not the focus Mated by the class frequency of in Dr. We also

of this work. Instead, we are interested to see if adlefinep®)(w;) andp*) (wifx;,) as estimates of the
signing a higher weight to the in-domain WSJ adag?®V a.prior'i and a posteriori probabil'ities at'sgp
tation examples, as compared to the out-of-domaf?lf theolteratlveAEM procedure. Assur_mng we |q|t|al—
BC examples, will improve the adaptation procesé.zeﬁ( )(wi) = pr(w;), then for each instance, in
Hence, we just use @value of 3 in our experiments Pv @nd each class;, the EM algorithm provides
involving count-merging. the following iterative steps:

. 50 (w;
5 Estimating Sense Priors ) (e pL(”i‘X’“)%L(Eu;))
p (wi,xk) = "~ EOIN) )
In this section, we describe an EM-based algorithm 21 PL(w)xe) 500
that was introduced by Saerens et al. (2002), which N
can be used to estimate the sense priors, or a priori Pt (W) = 1 Zﬁ(s) (wilxk) (5)
probabilities of the different senses in a new dataset. N =

We have recently shown that this algorithm is effecohere Equation (4) represents the expectation E-
tive in estimating the sense priors of a set of nounstep, Equation (5) represents the maximization M-
(Chan and Ng, 2005). step, andN represents the number of instances in
Most of this section is based on (Saerens et alp,;. Note that the probabilitie$;, (w;|x;) and
2002). Assume we have a set of labeled daja DﬁL(wz') in Equation (4) will stay the same through-
with n classes and a set bfindependent instances gyt the iterations for each particular instangg

(x1,...,xy) from a new data set. The likelihood of ang classw;. The new a posteriori probabilities
theseN instances can be defined as: 28 (w;|x) at steps in Equation (4) are simply the
N a posteriori probabilities in the conditions of the la-
L(x1,...,xN) = Hp(xk) beled datapy, (w;|xx), weighted by the ratio of the
k=1 new priorsp®®) (w;) to the old priorpy,(w;). The de-

N [ n nominator in Equation (4) is simply a normalizing
=11 [ZP(Xk,wz')] factor.

k=1 Li=1 The a posteriorp(®) (w;|x;) and a priori proba-

N [ n bilities p*) (w;) are re-estimated sequentially dur-
= H [ZP(XH%)p(W@')] 3) ing each iteratiors for each new instance; and

k=1 Li=1 each classy;, until the convergence of the estimated
Assuming the within-class densitipéx;,|w;), i.e., Probabilitiesp®)(w;), which will be our estimated
the probabilities of observingy, given the class;, Sense priors. This iterative procedure will increase
do not change from the training set. o the new the likelihood of (3) at each step.
data set, we can defin@(xy|w;) = pr(Xk|w;). TO
determine the a priori probability estimatgs.;) of
the new data set that will maximize the likelihood ofFor each adaptation experiment, we start off with a
(3) with respect tgp(w;), we can apply the iterative classifier built from an initial training set consisting
52
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6 . of only 57% of adaptation examples. Thec ap-
2 iememsssaiat - proach is even more effective and requires only 42%
AN i . .
- gi@w %#,wﬁ#**“* of adaptation examples. This demonstrates the ef-
et . . . .
70 A&f‘*’w M#******W fectiveness of count-merging in further reducing the
X S I . .
FOR ﬁﬁ annotation effort, when compared to using only ac-
g oop tive learning. To reach the MFS accuracy of 61.1%
g 64 i . . .
< ol é as shown earlier in Table &;crequires just 4% of
2 ot the adaptation examples.
58 f To determine the utility of the out-of-domain BC
56 [ 2 1 examples, we have also conducted three active learn-
! + . . . .
:‘2‘ ' . atyeprior 2 ing runs using only WSJ adaptation examples. Us-
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100 NG 10%, 20%, and 30% of WSJ adaptation exam-
Percentage of adaptation examples added (%) ples to build a classifier, the accuracy of these runs

is lower than the active learniregcurve and paired
Figure 2: Adaptation process for all 21 nouns. t-tests show that the difference is statistically signif-
icant at the level of significance 0.01.

of the BC training examples. Ateach adaptationiters.2 Using Sense Priors Information
ation, WSJ adaptation examples are selecreeiat As mentioned in section 1, research in (Escudero et

a timeand added to the training set. The adaptatiogl. 2000) noted an improvement in accuracy when

process continues until all the adaptation exampl ﬁey adjusted the BC and WSJ datasets such that

are added, _CIaSS|f|cat|on accuracies averaged O%ﬁre proportions of the different senses of each word
3 random trials on the WSJ test examples at eac

) . . ere the same between BC and WSJ. We can simi-
iteration are calculated. Since the number of W

daptati les differs f hof the 21 rly choose BC examples such that the sense priors
adaptation examples diflers for each orthe 21 NOUNg, o g~ training data adhere to the sense priors in

the learning curves we will show in the various flg'tpe WSJ evaluation data. To gauge the effectiveness

ures are plotted in terms of different percentage g f this approach, we first assume that we know the

adaptation examples added, varying from 0 to 10 ue sense priors of each noun in the WSJ evalua-

percentin steps of 1 percent. To obtain these CUNV&Fn data. We then gather BC training examples for

we flrst'calculate for each noun, the W,SD aceuracy 1oun to adhere as much as possible to the sense
when different percentages of adaptation examples

dded. Then f h A | Ia{g[riors in WSJ. Assume sensgis the predominant
are added. 1hen, for each percentage, we calcllalg, <o iy the WSJ evaluation datghas a sense prior
the macro-average WSD accuracy over all the nou

) . . ) % p; in the WSJ data and has BC training exam-
to obtain a single learning curve representing all thSIes Takinan. examoles t ¢ .
nouns. : gn; € ples to represent a sense prior
of p;, we proportionally determine the number of BC
examples to gather for other sengeaccording to
their respective sense priors in WSJ. If there are in-
sufficient training examples in BC for some serse
In Figure 2, the curve represents the adaptationwhatever available examples ofire used.
process of the baseline approach, where additional This approach gives an average of 195 BC train-
WSJ examples are randomly selected during eadfig examples for the 21 nouns. With this new set
adaptation iteration. The adaptation process usirgj training examples, we perform adaptation using
active learning is represented by the cuayevhile active learning and obtain treetruePrior curve in
applying count-merging with active learning is repFigure 2. Thea-truePrior curve shows that by en-
resented by the curve-c. Note that random selec- suring that the sense priors in the BC training data
tion r achieves its highest WSD accuracy afédlr adhere as much as possible to the sense priors in the
the adaptation examples are added. To reach théSJ data, we start off with a higher WSD accuracy.
same accuracy, treeapproach requires the additionHowever, the performance is no different from the
53
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curve after 35% of adaptation examples are added. s . . .

A possible reason might be that by strictly adhering o BT SReals T S
to the sense priors in the WSJ data, we have removed 7, [ e "
too many BC training examples, from an average of . 78 ;
310 examples per noun as shown in Table 1, to ag o8
average of 195 examples.

WSD Accurac
(2]
o
L

6.3 Using Predominant Sense Information
Research by McCarthy et al. (2004) and Koeling et s, /

(S
N
—

al. (2005) pointed out that a change of predominant 4 atruePrior &

. T . . . 46 a-truePred - - - - - i
sense is often indicative of a change in domain. For 3; L, a— ]
example, the predominant sense of the nioterest 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100
in the BC part of the DSO corpus has the meaning Percentage of adaptation examples added (%)

“a sense of concern with and curiosity about some-

one or something”. In the WSJ part of the DSO corFigure 3: Using true predominant sense for the 9
pus, the nourinteresthas a different predominant nouns.

sense with the meaning “a fixed charge for borrow-

ing money”, which is reflective of the business andh . ing thi ftrai
finance focus of the WSJ corpus. the sense priors in WSJ. Using this new set of train-

Instead of restricting the BC training data to ading examples, we perform domain adaptation using

here strictly to the sense priors in WSJ, another aIte?—Ct'Vg Iesrnlng to ob_taln the curlaetrulePr(re]dn Fig-
native is just to ensure that the predominant sense i€ 3- For comparison, we aiso plot the curees

BC is the same as that of WSJ. Out of the 21 noungmda—truePriorfor this set of 9 nouns in Figure 3.

12 nouns have the same predominant sense in b(ﬁﬁsulf[s in Figure 3 show thattruePreds'_[arts off
BC and WSJ. The remaining 9 nouns that have difit @ higher accuracy and performs consistently bet-

ferent predominant senses in the BC and WSJ dafi than theacurve. In contrast, thougartruePrior
are: center field, figure interest line, need order, starts at a high accuracy, its performance is lower

. . - 0 ' -
term value The row9 nounsin Table 1 gives some thana-truePredand a after 50% of adaptation ex

information for this set of 9 nouns. To gauge théamples are added. The approach repre;entea} by
lJiruePredls a compromise between ensuring that the

these nouns by first assuming that we knowttie sense priors in the training data follow as closely

predominant sense in the WSJ data. Assume that tft _possiblle_ the sense pri_or_s in the evaluation data,
WSJ predominant sense of a nous,ignds; hasn; while retaining enough training examples. These re-

examples in the BC data. We then gather BC exan?—uns highlight the importance of striking a balance

ples for a noun to adhere to this WSJ predominarlﬂemleen these two goals.
sense, by gathering only up tg BC examples for  In (McCarthy et al., 2004), a method was pre-
each sense of this noun. This approach gives an azented to determine the predominant sense of a word
erage of 190 BC examples for the 9 nouns. This i @ corpus. However, in (Chan and Ng, 2005),
higher than an average of 83 BC examples for thed¢e showed that in a supervised setting where one
9 nouns if BC examples are selected to follow th&as access to some annotated training data, the EM-
sense priors of WSJ evaluation data as described i@sed method in section 5 estimates the sense priors
the last subsection 6.2. more effectively than the method described in (Mc-
For these 9 nouns, the average KL-divergence b&arthy et al., 2004). Hence, we use the EM-based
tween the sense priors of the original BC data an@lgorithm to estimate the sense priors in the WSJ
WSJ evaluation data is 0.81. This drops to 0.51 afvaluation data for each of the 21 nouns. The sense
ter ensuring that the predominant sense in BC is tHuith the highest estimated sense prior is taken as the
same as that of WSJ, confirming that the sense pridpéedominant sense of the noun.
in the newly gathered BC data more closely follow For the set of 12 nouns where the predominant
54
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2 » estPred Hence, employing the predicted predom-

8 e A AW%W# =4 inant sense and count-merging, we further improve
% W e the effectiveness of the active learning-based adap-
ﬁ R g T tation process.

§§ v/ 4 With reference to Figure 4, the WSD accuracies

o [ of ther and a curves before and after adaptation

are 43.7% and 78.4% respectively. Starting from
the mid-point 61.1% accuracy, which represents a
50% accuracy increase from 43.7%, we show in

=3
R
= el
e -
S~

WSD Accuracy (%)
o
i

|

Yy )

§§ ,:'ﬁ Table 2 the percentage of adaptation examples re-

gg ,t',f quired by the various approaches to reach certain

i f Cremes 1 levels of WSD accuracies. For instance, to reach

%gf* ‘Pd —1 the final accuracy of 78.4%, a, a-estPred anda-

430 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 éo és éo és 100 c—estPredequire the addition Of 100%; 510/01 38%;
Percentaye of adapialion examples added () and 29% adaptation examples respectively. The

numbers in brackets give the ratio of adaptation ex-
Figure 4: Using estimated predominant sense for thémples needed kg, a-estPreganda-c-estPredrer-
9 nouns. sus random selection For instance, to reach a
WSD accuracy of 78.4%a-c-estPredneeds only

Accuracy % adaptation examples needed . . :
r a a-esiPred] acestPpred 29% adaptation examples, representing a ratio of

50%:61.1 | 8 | 7(0.88) | 5(0.63) | 4(0.50) 0.29 and an annotation saving of 71%. Note that this

60%: 645 | 10 | 9(0.90) | 7(0.70) | 5(0.50) represents a more effective adaptation process than

70%: 68.0 | 15 | 12(0.80)| 9(0.60) | 6 (0.40) : . _ . :
80%: 715 | 23 | 16 (0.70)| 12 (0.52)| 9(0.39) the basic active learningapproach, which requires

90%: 74.9 | 46 | 24(0.52)| 21(0.46) | 15(0.33) 51% adaptation examples. Hence, besides showing
100%: 78.4] 100 | 51(0.51)| 38(0.38)| 29(0.29) that active learning can be used to reduce the annota-
jon effort required for domain adaptation, we have
urther improved the effectiveness of the adaptation
process by using the predicted predominant sense
of the new domain and adopting the count-merging
sense remains unchanged between BC and WSJ, teehnique.
EM-based algorithm is able to predict that the pre-
dominant sense remains unchangedifbd2 nouns. 7 Related Work
Hence, we will focus on the 9 nouns which have
different predominant senses between BC and W3d applying active learning for domain adapta-
for our remaining adaptation experiments. For thes®on, Zhang et al. (2003) presented work on sen-
9 nouns, the EM-based algorithm correctly predicteence boundary detection using generalized Win-
the WSJ predominant sense for 6 nouns. Hence, thew, while Tur et al. (2004) performed language
algorithm is able to predict the correct predominantnodel adaptation of automatic speech recognition
sense for 18 out of 21 nouns overall, representing aystems. In both papers, out-of-domain and in-
accuracy of 86%. domain data were simply mixed together without
Figure 4 plots the curva-estPredwhich is simi- MAP estimation such as count-merging. For WSD,
lar to a-truePred except that the predominant sensé-ujii et al. (1998) used selective sampling for a
is now estimated by the EM-based algorithm. EmJdapanese language WSD system, Chen et al. (2006)
ploying count-merging witta-estPredproduces the used active learning for 5 verbs using coarse-grained
curvea-c-estPred For comparison, the curvesa, evaluation, and H. T. Dang (2004) employed active
and a-truePredare also plotted. The results showlearning for another set of 5 verbs. However, their
that a-estPredperforms consistently better than work only investigated the use of active learning to
and a-c-estPredin turn performs better tham- reduce the annotation effort necessary for WSD, but
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did not deal with the porting of a WSD system toR

. Koeling, D. McCarthy, and J. Carroll. 2005. Domain-

a different domain. Escudero et al. (2000) used the specific sense distributions and predominant sense ac-

DSO corpus to highlight the importance of the issue
of domain dependence of WSD systems, but did nat

propose methods such as active learning or count-

merging to address the specific problem of how to
perform domain adaptation for WSD. D

8 Conclusion
B
Domain adaptation is important to ensure the gen-

eral applicability of WSD systems across differenb
domains. In this paper, we have shown that active
learning is effective in reducing the annotation ef-
fort required in porting a WSD system to a new do-

main. Also, we have successfully used an EM-based

quisition. InProc. of Joint HLT-EMNLPO5

K.Lee and H. T. Ng. 2002. An empirical evaluation of
knowledge sources and learning algorithms for word
sense disambiguation. Froc. of EMNLP02

. D. Lewis and W. A. Gale. 1994. A sequential algo-
rithm for training text classifiers. IRroc. of SIGIR94

. Magnini and G. Cavaglia. 2000. Integrating subject
field codes into WordNet. IRroc. of LREC-2000

Martinez and E. Agirre. 2000. One sense per
collocation and genre/topic variations. Rroc. of
EMNLP/VLCO0

McCarthy, R. Koeling, J. Weeds, and J. Carroll. 2004.
Finding predominant word senses in untagged text. In

algorithm to detect a change in predominant sense pyoc. of ACLO4

between the training and new domain. With this
information on the predominant sense of the neW
domain and incorporating count-merging, we have

. A. Miller, M. Chodorow, S. Landes, C. Leacock, and
R. G. Thomas. 1994. Using a semantic concordance
for sense identification. IRroc. of HLT94 Workshop

shown that we are able to improve the effectiveness on Human Language Technology

of the original adaptation process achieved by the
basic active learning approach. H
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