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To perform translation, state-of-the-art MT sys-
tems use a statistical phrase-based approach (Marcu
and Wong, 2002; Koehn et al., 2003; Och and
Ney, 2004) by treating phrases as the basic units
of translation. In this approach, a phrase can be
any sequence of consecutive words and is not nec-
essarily linguistically meaningful. Capitalizing on
the strength of the phrase-based approach, Chiang

Abstract

Recent research presents conflicting evi-
dence on whether word sense disambigua-
tion (WSD) systems can help to improve the
performance of statistical machine transla-
tion (MT) systems. In this paper, we suc-
cessfully integrate a state-of-the-art WSD

1

system into a state-of-the-art hierarchical
phrase-based MT system, Hiero. We show
for the first time that integrating a WSD sys-

tem improves the performance of a state-of-
the-art statistical MT system on an actual
translation task. Furthermore, the improve-
ment is statistically significant.

Introduction

(2005) introduced dierarchical phrase-based sta-
tistical MT system, Hiero, which achieves signifi-
cantly better translation performance than Pharaoh
(Koehn, 2004a), which is a state-of-the-art phrase-
based statistical MT system.

Recently, some researchers investigated whether

performing WSD will help to improve the perfor-
mance of an MT system. Carpuat and Wu (2005)

Many words have multiple meanings, depending ofttegrated the translation predictions from a Chinese
the context in which they are used. Word sense di$¥SD system (Carpuat et al., 2004) into a Chinese-
ambiguation (WSD) is the task of determining theEnglish word-based statistical MT system using the
correct meaning or sense of a word in context. WSIS! ReWrite decoder (Germann, 2003). Though they
is regarded as an important research problem andagknowledged that directly using English transla-

assumed to be helpful for applications such as mdons as word senses would be ideal, they instead
chine translation (MT) and information retrieval.  Predicted the HowNet sense of a word and then used

In translation, different senses of a wondin a  the English gloss of the HowNet sense as the WSD

source language may have different translations infgodel’s predicted translation. They did not incor-
target language, depending on the particular meaRorate their WSD model or its predictions into their
ing of w in context. Hence, the assumption is thatranslation model; rather, they used the WSD pre-
in resolving sense ambiguity, a WSD system will pdlictions either to constrain the options available to
able to help an MT system to determine the corredfeir decoder, or to postedit the output of their de-
translation for an ambiguous word. To determine théoder. They reported the negative result that WSD
correct sense of a word, WSD systems typically us@ec_reased the performance of MT based on their ex-
awide array of features that are not limited to the loPeriments.
cal context ofw, and some of these features may not In another work (Vickrey et al., 2005), the WSD
be used by state-of-the-art statistical MT systems. problem was recast asveord translationtask. The
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translation choices for a wond were defined as the Then, in Section 3, we describe the Hiero MT sys-
set of words or phrases aligned Wy as gathered tem and introduce the two new features used to inte-
from a word-aligned parallel corpus. The authorgrate the WSD system into Hiero. In Section 4, we
showed that they were able to improve their model’'describe the training data used by the WSD system.
accuracy on two simplified translation tasks: wordn Section 5, we describe how the WSD translations
translation and blank-filling. provided are used by the decoder of the MT system.
Recently, Cabezas and Resnik (2005) experin Section 6 and 7, we present and analyze our ex-
mented with incorporating WSD translations intgperimental results, before concluding in Section 8.
Pharaoh, a state-of-the-art phrase-based MT sys-
tem (Koehn et al., 2003). Their WSD system pro2 Word Sense Disambiguation

vided additional translations to the phrase table cgrior research has shown that using Support Vector

the detoder could weigh he adcitional atermat &12CTNES (SVM) as the earning algortim or WSD
9 chieves good results (Lee and Ng, 2002). For our

translations against its own. However, they could . . .
9 ’ y experiments, we use the SVM implementation of

not automatically tune the weight of this feature mChang and Lin, 2001) as itis able to work on multi-

the same way as the others. They obtained a rela- . .
) . - ... class problems to output the classification probabil-
tively small improvement, and no statistical signifi-

cance test was reported to determine if the improvg—y for each class.
Our implemented WSD classifier uses the knowl-

ment was statistically significant. d f local collocati ts-of h
Note that the experiments in (Carpuat and w£a9¢ sources ot local coliocations, parts-o-speec

) (POS), and surrounding words, following the suc-

2005) did not use a state-of-the-art MT system
. . . . c¢essful approach of (Lee and Ng, 2002). For local
while the experiments in (Vickrey et al., 2005) were .
: collocations, we use 3 features, w1, w_1, and

not done using a full-fledged MT system and the : . .
w41, Wherew_; (w41) is the token immediately to

evaluation was not on how well each source senten(;ﬁ . .
. ._the left (right) of the current ambiguous word oc-
was translated as a whole. The relatively small im-
rrencew. For parts-of-speech, we use 3 features,

provement reported by Cabezas and Resnik (200 ) . R, andP,,, whereP, is the POS ofw, and

ithout a statistical significance test appears to b .
without a stafistica’ signit St appears 1 (P41) is the POS ofv_; (w41). For surround-

inconclusive. Considering the conflicting results rei—n words, we consider all unigrams (single words)
ported by prior work, it is not clear whether a WSD. 9 ’ 9 9

: in the surrounding context @f. These unigrams can
system can help to improve the performance of

- ge in a different sentence from We perform fea-
state-of-the-art statistical MT system. ) . ) .
. . ture selection on surrounding words by including a
In this paper, we successfully integrate a state-

of-the-art WSD system into the state-of-the-art picnigram o_nIy it occurs 3 or more times in some
ense ofv in the training data.

. . .S
erarchical phrase-based MT system, Hiero (Chiang, -
P y ( g To measure the accuracy of our WSD classifier,

2005). The integration is accomplished by introduc- ) .
ing two additional features into the MT model which*'® evaluate it on the test data of SENSEVAL-3 Chi-

nese lexical-sample task. We obtain accuracy that

operate on the existing rules of the grammar, with- ; blv to the best participati N
out introducing competing rules. These features arempares favorably fo the best participating system

treated, both in feature-weight tuning and in decod” the task (Carpuat et al., 2004).
ing, on the same footing as the rest of the mode
allowing it to weigh the WSD model predictions
against other pieces of evidence so as to optimizgiero (Chiang, 2005) is a hierarchical phrase-based
translation accuracy (as measured by BLEU). Thenodel for statistical machine translation, based on
contribution of our work lies in showing for the first weighted synchronous context-free grammar (CFG)
time that integrating a WSD system significantly im{Lewis and Stearns, 1968). A synchronous CFG
proves the performance of a state-of-the-art statisi¢onsists of rewrite rules such as the following:

cal MT system on an actual translation task.

In the next section, we describe our WSD system. X = (y,a) ()
34
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where X is a non-terminal symbal, («) is a string e P,sa(t | s) gives the contextual probability of
of terminal and non-terminal symbols in the source  the WSD classifier choosingas a translation
(target) language, and there is a one-to-one corre- for s, wheret (s) is some substring of terminal
spondence between the non-terminals enda in- symbols ina (). Because this probability only
dicated by co-indexation. Hence,and « always applies to some rules, and we don’t want to pe-
have the same number of non-terminal symbols. For nalize those rules, we must add another feature,

instance, we could have the following grammar rule: . .
e Pty,sq = exp(—|t|), wheret is the translation

X — (& H | Xg, go to Xg every month tp (2) chosen by the WSD system. This feature, with
a negative weight, rewards rules that use trans-

where boxed indices represent the correspondences ;
lations suggested by the WSD module.

between non-terminal symbols.

H_|ero extracts the synlchronous CFG rules auto- Note that we can take the negative logarithm of
matically from a word-aligned parallel corpus. To,

the rule/derivation weights and think of them as

translate a source sentence, the goal is to find '(E%sts rather than probabilities

most probable derivation using the extracted gram-
mar rules. Hiero uses a general log-linear modgj Gathering Training Examples for WSD

(Och and Ney, 2002) where the weight of a deriva-

tion D for a particular source sentence and its trangur experiments were for Chinese to English trans-
lation is lation. Hence, in the context of our work, a syn-

w(D) = H‘bi(D)Ai (3) chronous CFG grammar rule X% (v, ) gathered
i by Hiero consists of a Chinese portigrand a cor-

whereg; is a feature function and; is the weight for  responding English portion, where each portion is
feature¢;. To ensure efficient decoding, thig are @ sequence of words and non-terminal symbols.
subject to certain locality restrictions. Essentially, Our WSD classifier suggests a list of English
they should be defined as products of functions dghrases (where each phrase consists of one or more
fined on isolated synchronous CGF rules; howeveknglish words) with associated contextual probabil-
it is possible to extend the domain of locality ofities as possible translations for each particular Chi-
the features somewhat. Agram language model nese phrase. In general, the Chinese phrase may
adds a dependence an<1) neighboring target-side consist ofk Chinese words, where = 1,2,3, .. ..
words (Wu, 1996; Chiang, 2007), making decodindfiowever, we limitk to 1 or 2 for experiments re-
much more difficult but still polynomial; in this pa- ported in this paper. Future work can explore en-
per, we add features that depend on the neighboritgygingk.
source-sidevords, which does not affect decoding Whenever Hiero is about to extract a grammar
complexity at all because the source string is fixedule where its Chinese portion is a phrase of one or
In principle we could add features that depend ofwo Chinese words with no non-terminal symbols,

arbitrary source-side context. we note the location (sentence and token offset) in
o the Chinese half of the parallel corpus from which
3.1 New Features in Hiero for WSD the Chinese portion of the rule is extracted. The ac-

To incorporate WSD into Hiero, we use the transtual sentence in the corpus containing the Chinese
lations proposed by the WSD system to help Hierphrase, and the one sentence before and the one sen-
obtain a better or more probable derivation duringence after that actual sentence, will serve as the con-
the translation of each source sentence. To achietext for one training example for the Chinese phrase,
this, when a grammar rulR is considered during with the corresponding English phrase of the gram-
decoding, and we recognize that some of the temar rule as its translation. Hence, unlike traditional
minal symbols (words) irx are also chosen by the WSD where the sense classes are tied to a specific
WSD system as translations for some terminal synsense inventory, our “senses” here consist of the En-
bols (words) inv, we compute the following fea- glish phrases extracted as translations for each Chi-
tures: nese phrase. Since the extracted training data may
35



be noisy, for each Chinese phrase, we remove Eme need to match the translations suggested by the
glish translations that occur only once. Furthermora/SD system against the English side of the rule. It
we only attempt WSD classification for those Chi-is for these matching rules that the WSD features
nese phrases with at least 10 training examples. will apply.

Using the WSD classifier described in Section 2, The translations proposed by the WSD system
we classified the words in each Chinese source sefray be more than one word long. In order for a
tence to be translated. We first performed WSD oproposed translation to match the rule, we require
all single Chinese words which are either noun, verhwo conditions. First, the proposed translation must
or adjective. Next, we classified the Chinese phrasgg a substring of the English side of the rule. For
consisting of 2 consecutive Chinese words by simplgxample, the proposed translation “every to” would
treating the phrase assingle unit When perform- not match the chunk “every month to”. Second, the
ing classification, we give as output the set of Enmatch must contain at least one aligned Chinese-
glish translations with associated context-dependeBhglish word pair, but we do not make any other
probabilities, which are the probabilities of a Chi-requirements about the alignment of the other Chi-
nese word (phrase) translating into each Englishese or English words.If there are multiple possi-
phrase, depending on the context of the Chinesgle matches, we choose the longest proposed trans-
word (phrase). After WSD, thigh wordc; in every Ilation; in the case of a tie, we choose the proposed
Chinese sentence may have up to 3 sets of assoganslation with the highest score according to the
ated translations provided by the WSD system: a SsgSD model.
of translations fok; as a single word, a second set pefine achunkof a rule to be a maximal sub-

of translations for;_,¢; considered as a single unit, string of terminal symbols on the English side of the
and a third set of translations foyc;;.1 considered yyje. For example, in Rule (2), the chunks would be
as a single unit. “go to” and “every month to”. Whenever we find
a matching WSD translation, we mark the whole
chunk on the English side as consumed.

The following tasks are done for each rule that is Finally, we compute the feature values for the
considered during decoding: rule. The featuré’,s4(t | s) is the sum of the costs

) ) ) _ (according to the WSD model) of all the matched
¢ identify Chinese words to suggest ”a”SIat'on?ranslations, and the featutety,,., is the sum of

5 Incorporating WSD during Decoding

for the lengths of all the matched translations.
e match suggested translations against the En-Figure 1 shows the pseudocode for the rule scor-
glish side of the rule ing algorithm in more detail, particularly with re-
gards to resolving conflicts between overlapping
e compute features for the rule matches. To illustrate the algorithm given in Figure

The WSD i abl di lati 1, consider Rule (2). Hereafter, we will use symbols
c system Is able to predict trans at|0n§o represent the Chinese and English words in the

only for a subset_of _Chme;e W(_)rds or phrase?ule: c1, co, andes will represent the Chinese words
Hence, we must first identify which parts of the‘.%,, “ A" and "%l respectively. Similarlygy, e
Chinese side of the rule have suggested translatioggs 6’4 anéle5 will represent the English wor’o@o’
available. Here, we consider substrings of length ’ev’ery month andto respectively. Hence RL,J|e
to two, and we give priority to longer substrings. (2’) has two chunkse e; andese,es. When the; rule
Next, we want to know, for each Chinese sub:

i idered. whether the WSD : is extracted from the parallel corpus, it has these
string considered, whether the W system Su%’lignments between the words of its Chinese and
ports the Chinese-English translation represented

%gllsh pOftiOﬂ: {01—63,62—64,03—61 ,03—62,63—65},

the rule. If the rule is finally chosen as part of th%hich means that, is aligned toes, ¢ is aligned to
best derivation for translating the Chinese sentence, '

then all Fhe words in the Englls_h side of the rule wil YIn order to check this requirement, we extended Hiero to
appear in the translated English sentence. Henaeake word alignment information available to the decoder.
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Input: ruleR considered during decoding with its own associated r
L. = list of symbols in Chinese portion &
WSDcost =0
i=1
while i < len(L.):
¢; =ith symbol inL.
if ¢; is a Chinese word (i.e., not a non-terminal symbol):
seenChunk # /I seenChunk is a global variable and is passed by reference to matchWSD
if (¢; is not the last symbol i) and ¢;+1 is a terminal symbol): thea; ;1 =(i+1)th symbol inL., elsec;+1 = NULL
if (ci+1!=NULL) and (c;, c;+1) as asingle unithas WSD translations:
WSD. = set of WSD translations foe{, c;+1) as a single unit with context-dependent probabilities
WSDcost = WSDcost + matchWSB( W S D., seenChunk)
WSDcost = WSDcost + matchWS8y.., WS D., seenChunk)
i=i+1
else:
WSD. = set of WSD translations far; with context-dependent probabilities
WSDcost = WSDcost + matchWSB&( WS D., seenChunk)
i=i+1
costr = costr + WSDcost

matchWSD¢, WS D., seenChunk):
/I seenChunk is the set of chunksR®élready examined for possible matching WSD translations
cost=0
ChunkSet = set of chunks Raligned toc
for chunk; in ChunkSet:
if chunk; notin seenChunk:
seenChunk = seenChunk{ chunk; }
Echunk; = set of English words irhunk; aligned toc
Candidatesq =0
for wsdi in WSD,:
if (wsdy, is sub-sequence ehunk;) and sd;, contains at least one word Echunkj)
Candidate,sq = Candidatesq U { wsdy }
wsdpest = best matchingranslation inCandidate.,sq againstchunk;
cost = cost + costByWSDfeatures{d,.:) // costByWSDfeatures sums up the cost of the two WSD features
return cost

Figure 1: WSD translations affecting the cost of a feleonsidered during decoding.

e4, andcs is aligned toey, eo, andes. Although all  for ¢, which is aligned to only one churdgeses.
words are aligned here, in general for a rule, some éfowever, since this chunk has already been exam-
its Chinese or English words may not be associatéded byc; with which it is considered as a phrase, no
with any alignments. further matching is done far,. Next, matchWSDs
invoked fores, which is aligned to both chunks &

The English phrases “go to” and “to” are among the

ing the English phrase “every monthiatchWSD ist of translations proposed by the WSD system for
will first be invoked fore;, which is aligned to only <3’ and they are eventually chosen as the best match-

one chunkeseqes via its alignment withe;. Since Y translations for the chunkge; andeseses, re-

“every month” is a sub-sequence of the chunk anapectlvely.
also contains the words (“every”), it is noted as

a candidate translation. Later, it is determined that
the most number of words any candidate translatioAs mentioned, our experiments were on Chinese to
has is two words. Since among all the 2-word candinglish translation. Similar to (Chiang, 2005), we
date translations, the translation “every month” hasained the Hiero system on the FBIS corpus, used
the highest translation probability as assigned by tiiee NIST MT 2002 evaluation test set as our devel-
WSD classifier, it is chosen as the best matchingpment set to tune the feature weights, and the NIST
translation for the chunkmatchWShDs then invoked MT 2003 evaluation test set as our test data. Using
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System BLEU-4 Individual n-gram precisions
1
Hiero 29.73 74.73| 40.14 | 21.83| 11.93
Hiero+WSD | 30.30 | 74.82| 40.40| 22.45| 12.42

Table 1: BLEU scores

Features
System P (e) | P(y]a) T Pla]y) | Pu(y]a) | Puw(a]y) | Ptypnr Glue Ptyword | Puwsd(t]s) | Ptywsd
Hiero 0.2337 | 0.0882 | 0.1666 | 0.0393 0.1357 | 0.0665 | —0.0582| —0.4806 - -
Hiero+WSD | 0.1937 | 0.0770 | 0.1124 | 0.0487 0.0380 | 0.0988 | —0.0305| —0.1747| 0.1051 | —0.1611

Table 2: Weights for each feature obtained by MERT training. The first eight features are those used by
Hiero in (Chiang, 2005).

the English portion of the FBIS corpus and the Xin6.2 Hiero+WSD Results

hua portion of the Gigaword corpus, we trained a t”(’y_{\/e then added the WSD features of Section 3.1 into

gram language model using the SRI Language Mo liero and reran the experiment. The weights ob-

elling Toolkit (Stolcke, 2002). Following (Chiang, tained by MERT are shown in the raviero+WSD

2905.)' we used th_e version 11a NIST BLEU SCFIpr Table 2. We note that a negative weight is learnt
with its default settings to calculate the BLEU scores . Ptyyeq. This means that in general, the model

(I::ﬂ?ﬁgicﬁ:l”Vigggigiseg Zn case-insensitive prefers grammar rules having chunks that matches

9 i g]: q z i ' h FBISWSD translations. This matches our intuition. Us-
Irst, we per ormed wor alignment on the ing the weights obtained, we translated the test sen-

parallel corpus using GIZA++ (Och and Ney, 2000)tences and obtained a BLEU score 30.3Q as

in_ bOt_h directions. The vyord glignmer_lts of bothshown in the ronHiero+WSDof Table 1. The im-
dlrect|ons are.then C?”?b'”ed |”nto a single set ’C_’grovement of 0.57 is statistically significant@at
alignments using the “diag-and mthod of Koeh .05 using the sign-test as described by Collins et al.
et al. (2003). Based on these alignments, sy 2005), with 374 {-1), 318 (1) and 227 (0). Us-
chronous_CFQ rulgs are thep extracted from the Colﬁg the bootstrap-sampling test described in (Koehn,
pus. While Hlero_ls_ extracting grammar rules, We2004b), the improvement is statistically significant
gathered WSD t,ra'”'”g data by following the procehtp < 0.05. Though the improvement is modest, it is
dure described in section 4. statistically significant and this positive result is im-
portant in view of the negative findings in (Carpuat
and Wu, 2005) that WSD does not help MT. Fur-
Using the MT 2002 test set, we ran the minimumthermore, note that HierdWSD has highen-gram
error rate training (MERT) (Och, 2003) with the precisions than Hiero.

decoder to tune the weights for each feature. The

weights obtained are shown in the rddiero of 7  Apalysis

Table 2. Using these weights, we run Hiero’s de-

coder to perform the actual translation of the MTideally, the WSD system should be suggesting high-
2003 test sentences and obtained a BLEU score @fiality translations which are frequently part of the
29.73, as shown in the roldiero of Table 1. Thisis reference sentences. To determine this, we note the
higher than the score of 28.77 reported in (Chianget of grammar rules used in the best derivation for
2005), perhaps due to differences in word segmenttianslating each test sentence. From the rules of each
tion, etc. Note that comparing with the MT systemdest sentence, we tabulated the set of translations
used in (Carpuat and Wu, 2005) and (Cabezas apgioposed by the WSD system and check whether
Resnik, 2005), the Hiero system we are using repghey are found in the associated reference sentences.
resents a much stronger baseline MT system uponOn the entire set of NIST MT 2003 evaluation test
which the WSD system must improve. sentences, an average of 10.36 translations proposed
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No. of All test sentences +1 from Collins sign-test
words in No. of % match No. of % match
WSD translations| WSD translations used reference| WSD translations used reference
1 7087 77.31 3078 77.68
2 1930 66.11 861 64.92
3 371 43.13 171 48.54
4 124 26.61 52 28.85

Table 3: Number of WSD translations used and proportion that matches against respective reference sen-
tences. WSD translations longer than 4 words are very sparse (less than 10 occurrences) and thus they are
not shown.

by the WSD system were used for each sentence. be unable to obtain more aid and other conces-
When limited to the set of 374 sentences which  sions.

were judged by the Collins sign-test to have better _ . e

translations from HiereWSD than from Hiero, a Here, the Chinese wordsi% (13" are not trans-

higher number (11.14) of proposed translations wefgt€d by Hiero atall. By providing the correct trans-
used on average. Further, for the entire set of tetion of “unable to obtaif for * _ﬁﬁ‘/% B, the
sentences, 73.01% of the proposed translations dfgnslation output of HiereWSD is more complete.
found in the reference sentences. This increased to™ S€cond way in which WSD helps is by correct-
a proportion of 73.22% when limited to the set of9 @ preV|.oust incorrect translation. For (?:Z(ample,
374 sentences. These figures show that having mof@ the Chinese sentence “.... 1 & B & R ]\
and higher-quality proposed translations contributel - ---"» the WSD system helps to correct Hiero's
to the set of 374 sentences being better translatioR§9inal translation by providing the correct transla-
than their respective original translations from Hi-‘t‘Ion Ef “all ethnic groups for the Chinese phrase
ero. Table 3 gives a detailed breakdown of these% JR":
figures according to the number of words in each
proposed translation. For instance, over all the test
sentences, the WSD module gave 7087 translations
of single-word length, and 77.31% of these trans- e Hiero+WSD: and people of
lations match their respective reference sentences. all ethnic groupsacross the country, ...
We note that although the proportion of matching 2-
word translations is slightly lower for the set of 374 We also looked at the set of 318 sentences that
sentences, the proportion increases for translatiol§re judged by the Collins sign-test to be worse
having more words. translations. We found that in some situations,
After the experiments in Section 6 were comHi€ro+WSD has provided extra appropriate English

pleted, we visually inspected the translation outpd"ﬁ’ords’ but those particular words are not used in the

of Hiero and Hiera-WSD to categorize the ways in 'éférence sentences. An interesting example is the
i i YEE. W) =
which integrating WSD contributes to better transifansiation of the Chinese sentend@ i /M i

lations. The first way in which WSD helps is Whenjt% 1o W5 f JLiE s 8 2 80

it enables the integrated Hier&VSD system to out-

put extra appropriate English words. For example,

the translations for the Chinese sentence#i.H

fin [ES TN ] B LE S F £ % e Hiero+WSD: Australian foreign minister said

HAth 125 - ” are as follows. that North Korea bad behavior will be
unable to obtainmore aid

Hiero: ..., and people of all nationalities
across the country, ...

e Hiero: Australian foreign minister said that
North Korea bad behavior will be more aid

e Hiero: ... or other bad behavior”, will be more
aid and other concessions. This is similar to the example mentioned earlier. In
this case however, those extra English words pro-
e Hiero+WSD:...or other bad behavior ", will vided by HieretWSD, though appropriate, do not
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result in moren-gram matches as the reference serp. Chiang. 2005. A hierarchical phrase-based model for sta-
tences used phrases suchwail‘hot gain”, “ will not tistical machine translation. IRroc. of ACLO5 pages 263—
get, etc. Since the BLEU metric is precision based,

the longer sentence translation by HieMYSD gets D. Chiang. 2007. Hierarchical phrase-based translatioo.

a lower BLEU score instead appear in Computational Linguistic83(2).

M. Collins, P. Koehn, and I. Kucerova. 2005. Clause restruc-
8 Conclusion turing for statistical machine translation. Rroc. of ACL0%
pages 531-540.

We have shown that WSD improves the tranSIGU. Germann. 2003. Greedy decoding for statistical machine
tion performance of a state-of-the-art hierarchical translation in almost linear time. Proc. of HLT-NAACLO3
phrase-based statistical MT system and this im- Pages 72-79.

provement is statistically significant. We have als®. koehn, F. J. Och, and D. Marcu. 2003. Statistical phrase-
demonstrated one way to integrate a WSD system based translation. IRroc. of HLT-NAACLO3pages 48-54.

into an MT system without introducing any rulesp, koehn. 2003Noun Phrase TranslationPh.D. thesis, Uni-
that compete against existing rules, and where the versity of Southern California.

feature-weight tuning and decoding place the WSIB koehn. 2004a. Pharaoh: A beam search decoder for phrase-
system on an equal footing with the other model based statistical machine translation models. Pinc. of
components. For future work, an immediate step AMTAO4 pages 115-124.

would be for the WSD classifier to provide trans-. Koehn. 2004b. Statistical significance tests for machine
lations for longer Chinese phrases. Also, different translation evaluation. liProc. of EMNLP04 pages 388—
alternatives could be tried to match the translations

provided by the WSD classifier against the chunk¥ K. Lee and H. T. Ng. 2002. An empirical evaluation of

of rules. Finally, besides our proposed approach of E?S%ﬂ%?gfaﬁgﬁTﬁersrggldolgeé&‘,'\l”fp%'gggélngi{cirdr‘é"_ord sense
integrating WSD into statistical MT via the intro-

duction of two new features, we could explore othef:
alternative ways of integration.

M. Il Lewis and R. E. Stearns. 1968. Syntax-directed trans-
duction. Journal of the ACM15(3):465-488.

D. Marcu and W. Wong. 2002. A phrase-based, joint proba-
bility model for statistical machine translation. Rroc. of
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