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Abstract

We presenta comparatre study on Ma-

chine TranslationEvaluationaccordingto

two different criteria: Human Likeness
and Human Acceptability We provide

empiricalevidencethatthereis arelation-
ship betweenthesetwo kinds of evalu-

ation: Human Likenessimplies Human
Acceptability but the reverseis not true.

Fromthe point of view of automaticeval-

uation this implies that metricsbasedon

HumanLikenessaremorereliablefor sys-
temtuning.

Our resultsalsoshav that currentevalua-
tion metricsare not alwaysableto distin-
guishbetweerautomati@andhumantrans-
lations. In orderto improve the descrip-
tive power of currentmetricswe propose
the use of additional syntax-basednet-
rics, and metric combinationsinside the
QARLA Framavork.

1 Intr oduction

Currentapproacheso AutomaticMachineTrans-
lation (MT) Evaluationare mostly basedon met-
ricswhichdeterminghequality of agiventransla-
tion accordingo its similarity to agivensetof ref-
erencdranslationsThecommonlyacceptedrite-
rion thatdefineghequality of anevaluationmetric

is its level of correlationwith humanevaluators.

High levels of correlation(Pearsorover 0.9) have
beenattainedat the systemlevel (Eck and Hori,
2005). But this is an averageeffect: the degreeof
correlationachieved at the sentencdevel, crucial
for anaccurateerroranalysisjs muchlower.

We aguethatthereis two mainreasonshatex-
plainthisfact:

17

Firstly, currentMT evaluationmetricsarebased
onshallav featuresMostmetricswork only atthe
lexical level. However, naturallanguagesrerich
andambiguousallowing for mary possiblediffer-
entwaysof expressinghe sameidea. In orderto
capturehisflexibility, thesemetricswouldrequire
a combinatorialnumberof referencdranslations,
whenindeedin mostcasesnly asinglereference
is available. Therefore,metricswith higher de-
scriptive power arerequired.

Secondly there exists, indeed, two different
evaluationcriteria: (i) HumanAcceptability i.e.,
to what extent an automatictranslationcould be
consideredicceptabldy humansand(ii) Human
Likenessi.e.,to whatextentanautomatidransla-
tion could have beengeneratedy a humantrans-
lator. Most approacheso automaticMT evalu-
ation implicitly assumethat both criteria should
leadto the sameresults;but this assumptiorhas
not beenproved empirically or evendiscussed.

In this work, we analyzethis issuethroughem-
pirical evidence. First, in Section2, we inves-
tigate to what extent current evaluation metrics
areableto distinguishbetweenhumanand auto-
matictranslationfHumanLikeness) As individ-
ualmetricsdo not capturesuchdistinctionwell, in
Section3 we study how to improve the descrip-
tive power of currentmetricsby meansof met-
ric combinationsinside the QARLA Framevork
(Amigb et al., 2005), including a nenv family of
metricsbasedon syntacticcriteria. Second,we
claim thatthe two evaluationcriteria (HumanAc-
ceptabilityand HumanLikeness)re indeedof a
differentnature,andmay leadto differentresults
(Section4). However, translationsexhibiting a
high level of HumanLikenesbtaingoodresults
in humanjudges.Therefore automaticevaluation
metricshasecdn similarity to referenceshouldbe

Proceedings of the COLING/ACL 2006 Main Conference Poster Sespmgss 17-24,
Sydney, July 20062006 Association for Computational Linguistics



optimizedover their capacityto representHuman
LikenessSeeconclusionsn Section5.

2 Descriptive Power of Standard Metrics

In this sectionwe performa simpleexperimentin
orderto measurghe descriptve power of current
state-of-the-anmnetrics,i.e., theirability to capture
thefeaturesvhichcharacterizédumantranslations
with respecto automaticones.

2.1 Experimental Setting

We usethe datafrom the Openlab 2006 Initiative!
promotedby the TC-STAR Consortiumd. This
test suite is entirely basedon EuropeanParlia-
ment Proceedings covering April 1996to May
2005.Wefocusonthe Spanish-to-Englistransla-
tion task. For the purposeof evaluationwe usethe

developmentetwhich consistof 1008sentences.

However, dueto lack of availableMT outputsfor
the whole setwe usedonly a subsetof 504 sen-
tencescorrespondingo thefirst half of the devel-
opmentset. Threehumanreferenceper sentence
areavailable.

We employ ten systemoutputs;nine are based
on Statistical Machine Translation (SMT) sys-
tems(GiménezandMarquez,2005; Crego et al.,
2005), and one is obtainedfrom the free Sys-
trarf on-line rule-basedMT engine. Evalua-
tion resultshave beencomputedby meansof the
|Qur® Framavork for AutomaticMT Evaluation
(GiménezandAmigo, 2006).

We have selectedarepresentate setof 22 met-
ric variantscorrespondingo six different fami-
lies: BLEU (Papinenietal.,2001),NIST (Dodding-
ton, 2002), cGTM (Melamedet al., 2003), mMPER
(Leuschetal., 2003),mwEeR (NielRenetal., 2000)
andROUGE (Lin andOch,2004a).

2.2 Measuring Descriptive Power of
Evaluation Metrics

Our mainassumptioris thatif anevaluationmet-
ric is ableto characterizédumarntranslationsthen,
humanreferenceshouldbe closerto eachother
thanautomatictranslationgo otherhumanrefer
encesBasedonthis assumptionwe introducetwo
measuregORANGE and KING) which analyze

http://tc-staiitc.it/openlab2006/

2http://wwwtc-starorg/

3http:/iww.europarl.eu.int/

“http://www.systransoft.com.

5The 1Qur Framevork may be freely downloaded at
http://wwwIsi.upc.edu/nlp/IQMT.
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the descriptve power of evaluationmetricsfrom
diferentpointsof view.

ORANGE Measure

ORANGE comparesautomatic and manual
translationsone-on-one Let A and R bethe sets
of automaticand referencetranslations,respec-
tively, andz(a, R) anevaluationmetricwhichout-
putsthe quality of anautomatidranslationa € A
by comparisorto R. ORANGE measureshe de-
scriptive powerastheprobabilitythatahumarref-
erencer is moresimilarthananautomatidransla-
tion a to therestof humanreferences:

ORANGE s p(z) =
P(re R,ae A:z(r,R—{r}) > z(a,R—{r}))

ORANGE was introduced by Lin and Och
(2004b$ for the meta-@aluation of MT evalua-
tion metrics. The ORANGE measureprovides
information aboutthe averagebehaior of auto-
matic and manualtranslationsgegardingan eval-
uationmetric.

KING Measure

However, ORANGE doesnot provide informa-
tion abouthow mary manualtranslationsaredis-
cerniblefrom automatidranslationsThe KING
measurecomplementsthe ORANGE, tackling
thesetwo issuesby universally quantifying on
variablea:

KING A p(z) =
P(re€ R,Va € A:z(r,R—{r}) > z(a, R—{r}))

KING representsthe probability that, for a
given evaluation metric, a human referenceis
moresimilar to therestof humanreferenceshan
any automatidranslation’.

KING doesnot dependon the distribution of
automaticranslationsandidentifiesthe casedor

®They definedthis measuresthe averagerankof theref-
erencetranslationswithin the combinedmachineandrefer
encetranslationdist.

"Originally KING is definedover the evaluation metric
QUEEN, satisfyingsomerestrictionswhich arenot relevant
in our context (Amigo etal., 2005).



which the given metric hasbeenable to discern
humantranslationsfrom automaticones. That
is, it measureshow mary manual translations
can be usedas gold-standardor systemevalua-
tion/improvementpurposes.

2.3 Results

Figure 1 shavs the descriptve power, in termsof
the ORANGE and KING measurespver the test
setdescribedn Subsectior?.1.
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Figurel: ORANGEandKING valuesfor standard
metrics.
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Figure2: ORANGE andKING behaior.

ORANGE Results

All valuesof the ORANGE measureare lower
than0.5, which is the ORANGE valuethata ran-
dom metric would obtain (seecentralrepresenta-
tion in Figure 2). This is a rather counterintu-
itive result. A reasonablexplanation,however,
is that automatictranslationsbehae as centroids
with respectto humantranslations pecausehey
somevhat averagethe vocalulary distribution in
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themanuakeferencesasaresult,automatidrans-
lations are closerto eachmanualsummarythan
manualsummarieso eachother(seeleftmostrep-
resentatiornin Figure2).

In other words, automatictranslationstend to
share (lexical) featureswith most of the refer
encesput not to matchexactly ary of them. This
is acombinedeffect of:

e The natureof MT systemsmostly statisti-
cal, which computetheir estimatedasedon
the numberof occurrencef words, tend-
ing to rely more on eventsthat occur more
often. Consequentlyautomatictranslations
typically consistof frequentwords,whichare
likely to appeaiin mostof thereferences.

e The shallavnessof current metrics, which
arenot ableto identify the commonproper
ties of manualtranslationswith regardto au-
tomatictranslations.

KING Results

KING values,on the other hand, are slightly
higherthanthe valuethata randommetric would
obtain (ﬁ = 0.1). This meansthat every stan-
dardmetricis ableto discriminatea certainnum-
ber of manualtranslationsfrom the set of auto-
matic translationsfor instance,GT™M-3 identifies
19% of the manualreferences. For the remain-
ing 81%of thetestcaseshowever, GTM-3 cannot
make thedistinction,andthereforecannotbeused
to detectandimprove weaknessesf theautomatic
MT systems.

Theseresults provide an explanationfor the
low correlationbetweerautomatievaluationmet-
rics and humanjudgementsat the sentencdevel.
Thenecessargonclusions thatnenv metricswith
higherdescriptve power arerequired.

3 Impr oving Descriptive Power

The designof a metric thatis ableto captureall
thelinguisticaspectshatdistinguishhumantrans-
lations from automaticonesis a difficult pathto
trace. We approactthis challengeby following a
‘divide andconquer’stratgy. We suggesto build
a setof specializedsimilarity metricsdevoted to
the evaluation of partial aspectsof MT quality.
Thechallengds thenhow to combinea setof sim-
ilarity metricsinto a single evaluationmeasureof



MT quality. The QARLA framevork providesa
solutionfor this challenge.

3.1 Similarity Metric Combinationsinside
QARLA

The QARLA Framavork permitsto combineser-
eral similarity metricsinto a single quality mea-
sure(QUEEN). Besidesconsideringhe similarity
of automaticdranslationgo humanreferencesthe
QUEEN measuredditionallyconsiderghedistri-
bution of similaritiesamonghumanreferences.

The QUEEN measureoperatesunder the as-
sumptionthat a good translationmustbe similar
to humanreferencegR) accordingto all similar
ity metrics.QUEEN(a) is definedasthe probabil-
ity, over R x R x R, thatfor every metricz in a
given metric set X the automatictranslationa is
moresimilar to ahumanreferencehantwo other
referenceso eachother:

QUEEN g(a) =
P(Vz € X : z(a,r) > z(r',r"))

whereaq is the automatidranslationbeingeval-
uated,(r,r’, ") arethreedifferenthumanrefer
encesn R, andz(a,r) standdor the similarity of
r t0 a.

In the caseof Openlabdata,we cancountonly
on threehumanreferencegper sentenceln order
to increasahe numberof samplegor QUEEN es-
timationwe canusereferenceimilaritiesz (1, ")
betweenmanualtranslationpairsfrom othersen-
tencesassuminghatthe distancebetweerman-
ual referencesare relatively stableacrossexam-
ples.

3.2 Similarity Metrics

We bagin by defininga setof 22 similarity metrics
taken from the list of standardevaluationmetrics
in Subsectior2.1. Evaluationmetricscanbetuned
into similarity metricssimply by consideringonly
onereferencevhencomputingits value.
Secondlywe explore the possibility of design-
ing complementangimilarity metricsthat exploit
linguistic information at levels further than lexi-
cal. Inspiredin thework by Liu andGildea(2005),
who introduceda seriesof metricsbasedon con-
stituent/dependencgyntacticmatching,we have
designedthree subgroupsof syntacticsimilarity
metrics. To computethem, we have usedthe de-
pendeng treesprovided by the MINIPAR depen-
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deny parser(Lin, 1998). Thesemetrics com-
putethelevel of word overlapping(unigrampreci-
sion/recall)betweendependeng treesassociated
to automaticandreferencedranslationsfrom three
differentpointsof view:

TREE-X overlappingbetweerthe wordshanging
from non-terminalnodesof type X of the
tree. For instancethe metric TREE_PRED re-
flectsthe proportionof word overlappingbe-
tweensubtreeof type ‘pred’ (predicateof a
clause).

GRAM-X overlapping betweenthe words with
the grammaticalcategory X. For instance,
themetric GRAM_A reflectsthe proportionof
word overlappingbetweenterminalnodesof
type‘A’ (Adjective/Adwerbs).

LEVEL-X overlappingbetweenthe words hang-
ing ata certainlevel X of thetree,or deeper
For instance LEVEL-1 would considerover
lapping betweenall the words in the sen-
tences.

In addition,we alsoconsiderthreecoarsemet-
rics, namelyTREE, GRAM andLEVEL, which cor
respondto the averagevalue of the finer metrics
correspondingo eachsubfamily.

3.3 Metric SetSelection

We can compute KING over combinationsof
metricsby directly replacingthe similarity met-
ric z(a,r) with the QUEEN measure. This cor
respondsexactly to the KING measureusedin
QARLA:

KING o r(X) = P(r € R,Ya € A:

QUEENy p_{;}(r) > QUEENy p_(a))

KING representsthe probability that, for a
givensetof humanreferences?, andasetof met-
rics X, the QUEEN quality of a humanreference
is greaterthan the QUEEN quality of ary auto-
matictranslationin A.

The similarity metricsbasedon standardevalu-
ationmeasuresogethemwith thetwo new families
of similarity metricsform asetof 104metrics.Our
goalis to obtainthe subsebf metricswith highest
descriptve power; for this, we rely on the KING
probability A bruteforce explorationof all possi-
ble metric combinationds not viable. In orderto



performan approximatesearchfor a local maxi-
mumin KING over all the possiblemetriccombi-
nationsdefinedby X, we have usedthe following
greedyheuristic:

1. Individual metricsareranked by their KING
value.

2. In decreasingankorder metricsareindivid-
ually addedto the setof optimal metricsif,
andonly if, theglobal KING is increased.

After applyingthe algorithmwe have obtained
the optimalmetricset:

{GTM-1, NIST-2, GRAM_A, GRAM-N,
GRAM_AUX, GRAM_BE, TREE, TREE_AUX,
TREE_PNMOD, TREE_PRED, TREE_REL, TREE_S
andTREE_WHN}

which hasaKING valueof 0.29. Thisis signif-
icantly higherthanthe maximumKING obtained
by ary individual standardnetric(whichwas0.19
for GTm-3).

As to the probability ORANGEthatareference
translatiorattainsahigherscorethananautomatic
translation this metric setobtainsa value of 0.49
vs. 0.42. This meansthat still the metricsare,
onaverageunableto discriminatebetweerhuman
referencesand automatictranslations. However,
the proportionof sentencesor which the metrics
are able to discriminate(KING value)is signifi-
cantlyhigher

The metric setwith highestdescriptie power
contains metrics at different linguistic levels.
For instance,GTM-1 and NIST-2 reward n-gram
matchesat the lexical level. GRAM_A, GRAM_N,
GRAM_AUX andGRAM _BE captureword overlap-
ping for nouns, auxiliary verbs, adjectves and
adwerbs, and auxiliary usesof the verb ‘to be’,
respectiely. TREE, TREE_AUX, TREE_PNMOD,
TREE_PRED, TREE_REL, TREE_S and TREE_WHN
reward lexical overlappingover differenttypesof
dependeng subtrees: surface subjects, relative
clauses predicatesauxiliary verbs, postnominal
modifiers,andwhn-elementat C-specpositions,
respectiely.

Theseresultsareaclearindicationthatfeatures
from several linguistic levels are useful for the
characterizatiof humantranslations.

4 Human-likevs. Human Acceptable

In this sectionwe analyzethe relationshipbe-
tweenthe two different kinds of MT evaluation
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presented:(i) the ability of MT systemsto gen-
eratehuman-lile translations,and (ii) the ability
of MT systemso generateranslationghat look
acceptabléo humanjudges.

4.1 Experimental Setting

The ideal test setto study this dichotomyinside
the QARLA Frameavork would consistof a large
numberof humarreferencepersentenceandau-
tomatic outputsgeneratedy heterogeneouMT
systems.

4.2 Descriptive Power vs. Corr elation with
Human Judgements

We usethe dataand resultsfrom the IWSLT04
Evaluation Campaigf. We focus on the evalu-
ation of the Chinese-to-Englis{CE) translation
task,in whichasetof 500shortsentencefomthe
Basic Travel ExpressionsCorpus (BTEC) were
translateqAkiba etal.,2004).For purpose®f au-
tomatic evaluation, 16 referencetranslationsand
outputsby 20 differentMT systemsare available
for eachsentence.Moreover, eachof theseout-
puts was evaluatedby threejudgeson the basis
of adequag andflueng/ (LDC, 2002). In our ex-
perimentswe considerthe sum of adequag and
flueng/ assessments.

However, the BTEC corpushasa seriousdraw-
back: sentencesre very short(8 word lengthin
average).In orderto considera sentencedequate
we arepracticallyforcing it to matchexactly some
of the humanreferences.To alleviate this effect
we selectedsentencesonsistingof at leastten
words.A total of 94 sentenceéof 13wordslength
in average)satisfiedthis constraint.

Figure3 shaws, for all metrics,therelationship
betweenthe power of characterizatiorof human
referencegKING, horizontalaxis) andthe corre-
lation with humanjudgementgPearsoncorrela-
tion, verticalaxis). Dataareplottedin threediffer-
entgroups:original standardmetrics,singlemet-
rics inside QARLA (QUEEN measure)andthe
optimal metric combinationaccordingto KING.
Theoptimalsetis:

{GRAM_N, LEVEL_2, LEVEL_4, NIST-1, NIST-
3, NIST-4, and1-WER}

This setsuggestshatall kinds of n-gramsplay
animportantrolein the characterizatiomf human

8http://wwwislt.atrco.jp/IWSLT2004/



translations.The metric GRAM_N reflectstheim-

portanceof nountranslationsUnlike the Openlab
corpus,levels of the dependengc tree (LEVEL_2

andLEVEL_4) aredescriptve featureshut depen-
deny relationsare not (TREE metrics). This is

probablydueto the small averagesentencéength
in IWSLT.

Metrics exhibiting a high level of correlation
outsideQARLA, suchas NiIsT-3, also exhibit a
high descriptve power (KING). Thereis also a
tendeng for metricswith a KING value around
0.6to concentratat a level of Pearsorcorrelation
around0.5.

But the main point is the factthatthe QUEEN
measurabtainedby the metriccombinationwith
highestKING doesnot yield the highestlevel of
correlationwith humanassessmentsshich is ob-
tained by standardmetrics outside QARLA (0.5
vs. 0.7).

< Original metrics
2 Single metrics inside QUEEN

@ Optimal metric set according to KING
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and manual translation (P_KING)
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human judges

Figure 3: Humancharacterizatiows. correlation
with humanjudgementdor IWSLT'04 CE trans-
lation task.
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QUEEN values with optimal metrics set

Figure4: QUEEN valuesvs. humanjudgements
for IWSLT’04 CE translatiortask.
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4.3 Human Judgementsvs. Similarity to
References

In orderto explainthe above results,we have ana-
lyzedtherelationshipbetweerhumanassessments
andthe QUEEN valuesobtainedby the bestcom-
bination of metrics for every individual transla-
tion.

Figure 4 shavs that high values of QUEEN
(i.e., similarity to references)mply high values
of humanjudgementsBut thereverseis nottrue.
Therearetranslationsacceptabléo ahumanjudge
but not similar to humantranslationsaccording
to QUEEN. This fact can be understoodby in-
spectinga few patrticularcases. Table 1 shavs
two casesof translationsexhibiting a very low
QUEEN value and very high human judgment
score. The two casespresentthe samekind of
problem: there exists someword or phraseab-
sentfrom all humanreferencesin the first exam-
ple, the automatictranslationusesthe expression
“seats”to make a resenation, wherehumansin-
variably choose'table”. In the secondexample,
theautomatidranslationusers‘rack” astheplace
to putabag,while humanshoose'overheadin”,
“overheadcompartment”put never “rack”.

Therefore,the QUEEN measuraiscriminates
theseautomatictranslationsregardingto all hu-
manreferencesthusassigningthema low value.
However, humanjudgesfind the translationstill
acceptableand informative, althoughnot strictly
human-lile.

These results suggestthat inside the set of
human acceptabletranslations, which includes
human-lile translationsthereis also a subsetof
translationsunlikely to have beenproducedby a
humantranslator This is a dravbackof MT eval-
uationbasedn humanreferencesvhentheevalu-
ation criteriais HumanAcceptability The good
news are that when Human Likenessincreases,
HumanAcceptabilityincreasesswell.

5 Conclusions

We have analyzedhe ability of currentMT eval-
uationmetricsto characterizdhumantranslations
(asopposedo automatidranslations)andthere-
lationship betweenMT evaluation basedon Hu-
manAcceptabilityandHumanLikeness.

Thefirst conclusionis that,over alimited num-
ber of referencesstandardmetricsare unableto
identify thefeatureghatcharacterizéumantrans-
lations. Instead systemsehae ascentroidswith



respectto humanreferences.This is due,among
otherreasonsto the combinedeffect of the shal-
lownessof currentMT evaluationmetrics(mostly
lexical), and the fact that the choice of lexical

itemsis mostly basedon statisticalmethods.We
suggestwo complementaryways of solving this
problem. First, we introducea nev family of

syntax-basednetrics covering partial aspectsof

MT quality. Secondwe usethe QARLA Frame-
work to combine multiple metricsinto a single
measureof quality. In the future we will study
thedesignof new metricsworking at differentlin-

guistic levels. For instancewe are currently de-
velopinganew family of metricsbasedn shallov

parsing(i.e., part-of-speecHemma,andchunkin-

formation).

Second,our resultssuggestthat there exists a
clearrelationbetweenthe two kinds of MT eval-
uation described. While Human Likenessis a
sufiicient condition to get Human Acceptability
Human Acceptability doesnot guaranteeHuman
LikenessHumanjudgesmay consideracceptable
automatictranslationghat would never be gener
atedby a humantranslator

Consideringtheseresults, we claim that im-
proving metrics accordingto their descriptve
powver (Human Likeness)is more reliable than
improving metricsbasedon correlationwith hu-
manjudges. First, becausehis correlationis not
grantedsinceautomatianetricsarebasedn sim-
ilarity to models. Second,becauseéhigh Human
Likenesensuredigh scorefrom humanjudges.
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Automatic

Translation: | my nameis endoi 've resened seatsfor nineo’clock
Human
Referencel: | thisis endoi booledatable atnineo’clock
2: | i reseredatable for nineo’clock andmy nameis endo
3: | my nameis endoandi madearesenrationfor atable atnineo’clock
4. | i amendoandi have aresenationfor atable atninepm
5: | my nameis endoandi boolkedatable atnineo’clock
6: | thisis endoi reseredatable for nineo’clock
7. | my nameis endoandi reseredatable with youfor nineo’clock
8: | i 've boolked atable underendofor nineo’clock
9: | my nameis endoandi have atable reseredfor nineo’clock
10: | i 'm endoandi have aresenrationfor atable at nineo’clock
11: | my nameis endoandi reseredatable for nineo’clock
12: | thenameis endoandi have aresenrationfor nine
13: | i have atable reseredfor nineunderthe nameof endo
14: | hellomy nameis endoi reseredatable for nineo’clock
15: | my nameis endoandi have atable reseredfor nineo’clock
16: | my nameis endoandi madeareserationfor nineo’clock
Automatic
Translation: | couldyou helpmeputmy bagontherack please
Human
Referencel: | couldyouhelpmeputmy bagin theoverheadbin
2: | canyou helpmeto getmy baginto the overheadbin
3: | wouldyou give mea handwith gettingmy baginto the overheadbin
4. | wouldyou mind assistingmeto put my baginto the overheadbin
5: | couldyou give mea handputtingmy bagin the overhead compartment
6: | pleasehelpmeput my bagin the overheadbin
7: | wouldyoumind helpingme put my bagin the overhead compartment
8: | doyoumind helpingme put my bagin the overhead compartment
9: | couldi getahandwith puttingmy bagin the overhead compartment
10: | couldi askyouto helpmeputmy bagin the overhead compartment
11: | pleasehelpme put my bagin theoverheadbin
12: | would you mind helpingme putmy bagin the overhead compartment
13: | i 'd like youto helpme putmy bagin the overhead compartment
14: | wouldyou mind helpinggetmy bagup into the overhead storagecompartment
15: | mayi getsomeassistancgettingmy baginto the overhead storagecompartment
16: | pleasehelpmeput my into the overhead storagecompartment

Tablel: Automatictranslationswith high scorein humanjudgementandlow QUEEN value.
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