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Part-of-speech (POS) tagging is a fundamentai
language analysis task. In POS tagging, we fre:
quently encounter words that do not exist in train-
ing data. Such words are called unknown words
They are usually handled by an exceptional pro;
cess in POS tagging, because the tagging sys-
tem does not have information about the words
Guessing the POS tags of such unknown words i
a difficult task. But it is an important issue both
for conducting POS tagging accurately and for
creating word dictionaries automatically or semi-
automatically. There have been many studies o
POS guessing of unknown words (Mori and Na-
gao, 1996; Mikheev, 1997; Chen et al., 1997; Na-
gata, 1999; Orphanos and Christodoulakis, 1999
In most of these previous works, POS tags of un-
known words were predicted using only local in-
formation, such as lexical forms and POS tag
of surrounding words or word-internal features.
(e.g. suffixes and character types) of the unknowt{"
words. However, this approach has limitations
in available information. For example, common
nouns and proper nouns are sometimes difficul
to distinguish with only the information of a sin-

gle occurrence because their syntactic function
In English, proper nouns
are capitalized and there is generally little ambi-
guity between common nouns and proper nouns.

are almost identical.
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Abstract

In this paper, we present a method for
guessing POS tags of unknown words us-
ing local and global information. Al-
though many existing methods use only
local information (i.e. limited window
size or intra-sentential features), global in-
formation (extra-sentential features) pro-
vides valuable clues for predicting POS
tags of unknown words. We propose a
probabilistic model for POS guessing of
unknown words using global information
as well as local information, and estimate
its parameters using Gibbs sampling. We
also attempt to apply the model to semi-
supervised learning, and conduct experi-
ments on multiple corpora.
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ical form appears in another part with informa-
tive local features (e.qg. titles of persons), this will
give useful clues for guessing the part-of-speech
of the ambiguous one, because unknown words
with the same lexical form usually have the same
part-of-speech. For another example, there is a
part-of-speech namedhen-nourfverbal noun) in
Japanese. Verbal nouns behave as common nouns,
except that they are used as verbs when they are
followed by a verb Suru’; e.g., a verbal noun
“dokushd means “reading” and dokusho-surt

is a verb meaning to “read books”. It is diffi-
cult to distinguish a verbal noun from a common
noun if it is used as a noun. However, it will
be easy if we know that the word is followed by
“surd’ in another part in the document. This issue
was mentioned by Asahara (2003) as a problem
of possibility-based POS tagé possibility-based
POS tag is a POS tag that represents all the possi-
ble properties of the word (e.g., a verbal noun is
sed as a noun or a verb), rather than a property of
ach instance of the word. For example, a sahen-
noun is actually a noun that can be used as a verb
when it is followed by Suru’. This property can-
hot be confirmed without observing real usage of
he word appearing withsurd’. Such POS tags
ay not be identified with only local information

f one instance, because the property that each in-
tance has is only one among all the possible prop-
erties.
To cope with these issues, we propose a method
Hwat uses global information as well as local in-
ormation for guessing the parts-of-speech of un-
known words. With this method, all the occur-
ences of the unknown words in a docunieate
aken into consideration at once, rather than that
each occurrence of the words is processed sepa-
ately. Thus, the method models the whole doc-
ument and finds a set of parts-of-speech by max-
izing its conditional joint probability given the
document, rather than independently maximizing
the probability of each part-of-speech given each
entence. Global information is known to be use-
ul in other NLP tasks, especially in the named en-
ity recognition task, and several studies success-
ully used global features (Chieu and Ng, 2002;
Finkel et al., 2005).
One potential advantage of our method is its

In Chinese and Japanese, no such convention ex- 1

In this paper, we use the wodbcumento denote the

ists and the problem of the ambiguity is serioushole data consisting of multiple sentences (training corpus

However, if an unknown word with the same lex- or test corpus).
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ability to incorporate unlabeled data. Global fea-Takamura et al. (2005) applied this model to an
tures can be increased by simply adding unlabelelLP task, semantic orientation extraction, and we
data into the test data. apply it to POS guessing of unknown words here.
Models in which the whole document is taken

into consideration need a lot of computation com-  Suppose that unknown words with the same lex-
pared to models with only local features. Theyical form appealk times in a document. Assume
also cannot process input data one-by-one. Inthat the number of possible POS tags for unknown
stead, the entire document has to be read befomgords isN, and they are represented by integers
processing. We adopt Gibbs sampling in order tdrom 1 to N. Lett; denote the POS tag of tfig¢h
compute the models efficiently, and these model§ccurrence of the unknown waords, lej, denote
are suitable for offline use such as creating dictiot€ local context (e.g. the lexical forms and the

: 4 . POS tags of the surrounding words) of #ta oc-
naries from raw text where real-time processing '{)urrence of the unknown words, and tetandt

not necessary but high-accuracy is needed o I'ejencte the sets afy, andt; respectively:
duce human labor required for revising automati- W= {wn, - wic}, t={tr, -t} b€ {L,--, N},

cally analyzed data. . ; . .
: ; ; Ai,j is a weight which denotes strength of the in-
The rest of this paper is organized as follows: faction between parts-of-speechnd j, and is

Section 2 describes a method for POS guessingé mmetric f; ; = A,;:). We define the energy
1, T ],/

unknown words which utilizes global information. .
Section 3 shows experimental results on multipl ngrf%”l(:)vov?' tags of unknown words givenare

corpora. Section 4 discusses related work, an K K K

. ; . .

Section 5 gives conclusions. E(t|w)——{2 SN A + Zlogpo(tkwk)},
k=1 k/=1 k=1

2 POS Guessing of Unknown Words with Kk (3)
Global Information where po(tjw) is an initial distribution (local

We handle POS guessing of unknown words as §10d€l) of the part-of-speeatwhich is calculated
sub-task of POS tagging, in this paper. We assum@ith only the local contextv, using arbitrary sta-
that POS tags of known words are already detefdStical models such as maximum entropy models.
mined beforehand, and positions in the document N€ right hand side of the above equation consists
where unknown words appear are also identified® WO components; one represents global interac-

Thus, we focus only on prediction of the POS tagd!0ns between each pair of parts-of-speech, and the
of unknown words. other represents the effects of local information.

In the rest of this section, we first present a . ) .
model for POS guessing of unknown words with _ In this study, we fix the inverse temperature
global information. Next, we show how the test = 1. The distribution ot is then obtained from
data is analyzed and how the parameters of thgduation (1), (2) and (3) as follows:
model are estimated. A method for incorporating 1 1 E
unlabeled data with the model is also discussed. "(tW)=7mpoltiw) expq 5 DD M @)

k=1 k/'=1
k! #k

2.1 Probabilistic Model Using Global

Information 1 e
We attempt to model the probability distribution Zw) . ; Po(t|w) eXp{Z kz_; kz_:l At } ®)
of the parts-of-speech of all occurrences of the €T TRk
unknown words in a document which have the X
same lexical form. We suppose that such parts- po(tIw)=] [ potelws), (6)
of-speech have correlation, and the part-of-speech k=1

of each occurrence is also affected by its localwhere7 (w) is the set of possible configurations
context. Similar situations to this are handled inof POS tags giverw. The size ofT (w) is NX,
physics. For example, let us consider a case Whelga .5 se there ar occurrences of the unknown

a number of electrons with SpInS existin a Systemwords and each unknown Word can have onéfof
The spins interact with each other, and each spin iPOS tags. The above equations can be rewritten as
also affected by the external magnetic field. In theollows by defining a functiory; ;(t):

physical model, if the state of the systensiand K ’

K
the energy of the system &(s), the probability fiit 1 5t )6t ), @
distribution ofs is known to be represented by the 925 ; ,; (b )ottar, )
following Boltzmann distribution: Kk
1 N N
P(S):E GXp{_BE(S)}7 (1) P(t|W)=ﬁpo(t|W) exp ZZ)\i’jﬁ’j(t)}’ (8)
where( is inverse temperature argis a normal- =1 =1
izing constant defined as follows: N N
2=3" exp{~BE(s)}. @  Zw)= > po(tlw) eXp{ZZAi,jfi,j(t)} ©)
s teT (w) i=1 j=1
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whered(i, 7) is the Kronecker delta: initialize t™)
1 (=9 for m:=2to M
5(i,j):{ =), 0) | fork:=1to K
0 (@ #7) m)  p (m) . ,m) [(m=1) (m-1)
ty (telw, 67", bl i )
fi,;(t) represents the number of occurrences of the
POS tag paii andj in the whole document (di- Figure 1: Gibbs Sampling
vided by 2), and the model in Equation (8) is es-, o ) ()
sentially a maximum entropy model with the doc-is a distribution ofx, and{x'", - - -, x'*")} are M
ument ievel features. samples generated frofi(x). Then, the expec-

As shown above, we consider the conditionalf@tion of A(x) over P(x) is approximated by the
joint probability of all the occurrences of the un- Samples: M
known words with the same lexical form in the ZA(X)p(X)gi Z Ax™). (13)
document given their local contexts)(t|w), in " M~
contrast to conventional approaches which assumg, s it we havel samples{t(V), ... ()}

independence of the sentences in the documeﬁbnerated from the conditional joint distribution

and use the probabilities of all the words only in P(t|w), the marginal distribution of each POS tag
a sentence. Note that we assume independengeynnroximated as follows:

between the unknown words with different lexical o

forms, and each set of the unknown words with the Pk(t|w)~i Z 5@t 1) (14)
. R —M k oY)

same lexical form is processed separately from the

sets of other unknown words.

m=1

f Nex’h V\ée d%scribe how to gecz;ng{)ate samlples
rom the distribution. We use Gibbs samplin

2.2 Decoding for this purpose. Gibbs sampling is one orl3 thge

Let us consider how to find the optimal POS tags v'\\/,ﬁrckr? \éa(r:whgg:]el\r/lgcgtga%?)rlleos Eal\fllfgll\élrﬁ%yr#gm%(ljgh

basing on the model, givelii local contexts of the  gimensional probability distributions (Andrieu et

unknown words with the same lexical form (testg| 2003). The algorithm is shown in Figure 1.

data)w, an initial distributionpy(t[w) and & set e 5orithm firstly set the initial staté?), then

of model parameters = {A11,---, Ann}. ON®  gne new random variable is sampled at a time

way to do this is to find a set of POS tags whichfrom the conditional distribution in which all other

maximizesP (t|w) among all possible candidates variables are fixed, and new samples are cre-

of t. However, the number of all possible candi-ated by repeating the process. Gibbs sampling is

dates of the POS tags¢* and the calculation is €asy to implement and is guaranteed to converge

generally intractable. Although HMMs, MEMMs, to the true distribution. The conditional distri-

and CRFs use dynamic programming and somBUtONP(tk|w, 1, - - ty_1, L1, -+, L) in Fig-

studies with probabilistic models which have spe-Iré 1 can be calculated simply as follows:

cific structures use efficient algorithms (Wang et~ P0[W. i bens b, o 1)

al., 2005), such methods cannot be applied here = P(t|w) ,

because we are considering interactions (depen- P(fl”“’t’“‘l’t’“+f"’I’(’t“w])(

dencies) between all POS tags, and their joint dis- ZewyPo(tlw) exp{5 > 4, Z:,C’;;, Aty ity }

tribution cannot be decomposed. Therefore, we = SN p, L p g b, b |w)
use a sampling technique and approximate the so- k K
lution using samples obtained from the probability po(tk[wr) exp{D Jhi—y Ao} s)
distribution. =N » K g

. . A N . «_q Po(tr|wg) exp K=1 Aty

We can obtain a solutioh = {¢;,---,tx} as 2 poltife) _{Z_k’#k t_ i) _

follows: where the last equation is obtained using the fol-

#=argmaxP; (t|w), (1) lowing relation:

t 1 K K 1 K K K

where P, (t|w) is the marginal distribution of the 3 >y Aty i =5 SN N+ D A
part-of-speech of théth occurrence of the un- <= 2. W1 k1 K —1

k! £k! K £k k' Ak, k! £k K/ £k

known words given a set of local contexts and _ _
is calculated as an expected value over the distrin later experiments, the number of samplésis

bution of the unknown words as follows: set t0100, and the initial state(!) is set to the POS
Pu(tlw)= Z P(t|w), tags Wh|ch maX|m|z_¢,0(t\w): .
ot Lt The optimal solution obtained by Equation (11)
b=t maximizes the probability of each POS tag given
= ) St t)Pt]w). (12)  w, and this kind of approach is known as the maxi-
teT (w) mum posterior marginal (MPM) estimate (Marro-

Expected values can be approximately calculateguin, 1985). Finkel et al. (2005) used simulated
using enough number of samples generated frorannealing with Gibbs sampling to find a solution
the distribution (MacKay, 2003). Suppose thatin a similar situation. Unlike simulated annealing,
A(x) is a function of a random variable, P(x) this approach does not need to define a cooling
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schedule. Furthermore, this approach can obtain 1 — X -
not only the best solution but also the second best = doexpd Y > Nifus(t™) . (18)
m=1

or the other solutions according & (¢|w), which _ , _
are useful when this method is applied to semi-The term in Equation (17) can also be approxi-
automatic construction of dictionaries because humated usingd/ samples{t!), ... t(*)} gener-
man annotators can check the ranked lists of carated fromP, (t|w') with Gibbs sampling:

didates.

i=1 j=1

M
1 m
Y F®PAtw)=Tz > fi). (19)
2.3 Parameter Estimation teT(wh) m=1

Let us consider how to estimate the paramin later experiments, the initial stat€") in Gibbs

eter A = {A\1,---,Ann} In Equation (8) sampling is set to the gold standard tags in the

from training data consisting of. examples; training data.

{wh th), - (wl, tE)) (i.e., the training data

contains L different lexical forms of unknown 2.4 Use of Unlabeled Data

}?’é’r:dgs)' awg f?nﬂ%ﬁ?c% f&';’(‘?"r:]’}gecs’gle&ﬂ‘ées%”c' In our model, unlabeled data can be easily used
Ll . ) " by simply concatenating the test data and the unla-

scriptA denotes being parameterized by beled data, and decoding them in the testing phase.

Intuitively, if we increase the amount of the test

data, test examples with informative local features

may increase. The POS tags of such examples can

L
La= logHPA(tl|wl) + log P(A),

=1

L N N
_ 1 Ul ! be easily predicted, and they are used as global
=1 ——po(t Aijfii(t . Lo
Ogg Zatw P )eXp{;; e features in prediction of other examples. Thus,
+1log P(A), this method uses unlabeled data in only the test-

the case with no unlabeled data.

N N ing phase, and the training phase is the same as
log ZA<wl>+logpo<tlwl>+ZZAi,jfi,j<tl>]

L
=1

i=1 j=1

+log P(A). (16) 3 Experiments
The partial derivatives of the objective function
are: P ) 3.1 Data and Procedure

. . .

LA p) p) We use eight corpora for our experiments; the
Do, =>_ [f@j(tl)_a,\i_j log Za(w) *an, e P(N): penn Chinese Treebank corpus 2.0 (CTB), a part

Lot ' ' of the PFR corpus (PFR), the EDR corpus (EDR),
_ 9 the Kyoto University corpus version 2 (KUC), the
= 55 (th) — 1.5 (6) Pa(t|w! log P(A). Yy y corp :

; lf 4(t) te;(;vl{”( IPARIW)| + 55 los ((1)7) RWCP corpus (RWC), the GENIA corpus 3.02p

. . GEN), the SUSANNE corpus (SUS) and the Penn
We use Gausgan priors (Chen and Rosenfel reebank WSJ corpus (WSJ), (cf. Table 1). All
1999) forP(A): the corpora are POS tagged corporain Chinese(C),
22 B Ai; English(E) or Japanese(J), and they are split into
log P(A)=—> > 525 +C, o, o8P =-"5- three portions; training data, test data and unla-
=t _ beled data. The unlabeled data is used in ex-
whereC' is a constant and is set tol in later  periments of semi-supervised learning, and POS
expe.rlrl{l]en'f[s. Theﬂ?pélmdl_canthbe oé)églned ckl)y tags of unknown words in the unlabeled data are
quasi-iNewton methods using the abolg and giminated. Table 1 summarizes detailed informa-

oL : :
ax.;» and we use L-BFGS (Liu and Nocedal, tion about the corpora we used: the language, the

1989) for this purpose However, the calculation number of POS tags, the number of open class
is intractable becausg, (w!) (see Equation (9)) @gs (POS tags that unknown words can have, de-
in Equation (16) and a term in Equation (17) con-Scribed later), the sizes of training, test and un-

tain summations over all the possible POS tags. Tbeled data, and the splitting method of them.
cope with the problem, we use the sampling techFor the test data and the unlabeled data, unknown

nique again for the calculation, as suggested byords are defined as words that do not appear in
Rosenfeld et al. (2001)Z,(w') can be approx- _thert]rainingéiata. 'fl'he n#mber of _unk?]own \{VO[;_jS
: : (1) .. (M) _in the test data of each corpus is shown in Ta-
g?:dtifoﬁqsmaﬂ‘/l lsa.\mples{t -, 8} gener ble 1, parentheses. Accuracy of POS guessing of
o (t|w'): unknown words is calculated based on how many
l l N X words among them are correctly POS-guessed.
Zawh= Y po(tlwhexpd D 0D Niifis(t) ¢, Figure 2 shows the procedure of the experi-
t€T(w!) ==t ments. We split the training data into two parts;
" 2 later experiments, L-BFGS often did not converge the first half as sub-training data 1 and the latter

completely because we used approximation with Gibbs samb@lf as sub-training data 2 (Figure 2, *1). Then,
pling, and we stopped iteration of L-BFGS in such cases. we check the words that appear in the sub-training
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Corpus | #of POS # of Tokens (# of Unknown Wordgpartition in the corpus]
(Lang.) | (Open Class) Training Test Unlabeled
CTB 34 84,937 7,980 (749) 6,801
©) (28) [sec. 1-270] [sec. 271-300] [sec. 301-325]
PFR 42 304,125 370,627 (27,774) 445,969
©) (39) [Jan. 1-Jan. 9] [Jan. 10-Jan. 19] [Jan. 20-Jan. 31]
EDR 15 2,550,532 1,280,057 (24,178) 1,274,458
J) (15) [id = 4n + 0,id = 4n + 1] [id = 4n + 2] [id = 4n + 3]
KUC 40 198,514 31,302 (2,477) 41,227
J) (36) [Jan. 1-Jan. 8] [Jan. 9] [Jan. 10]
RWC 66 487,333 190,571 (11,177) 210,096
J) (55) [1-10,000th sentences] | [10,001-14,000th sentences] [14,001-18,672th sentences]
GEN 47 243,180 123,386 (7,775) 134,380
(E) (36) [1-10,000th sentences] | [10,001-15,000th sentences] [15,001-20,546th sentences]
SUS 125 74,902 37,931 (5,760) 37,593
(E) (90) [sec. A01-08, GO1-08, [sec. A09-12, G09-12, [sec. A13-20, G13-22,
J01-08, NO1-08] J09-17, NO9-12] J21-24, N13-18]
WSJ 45 912,344 129,654 (4,253) 131,768
(E) (33) [sec. 0-18] [sec. 22-24] [sec. 19-21]

Table 1: Statistical Information of Corpora

— Tg ﬁﬁh ] model parameters and training data are necessary
baa | | %2l ) to estimate the global model parameters, but the
e global model parameters cannot be estimated from
Training the same training data from which the local model
D parameters are estimated. In order to estimate the

data 2 3)
W// e global model parameters, we firstly train sub-local
Test

pwa | e models 1 and 2 from the sub-training data 1 and
" 2 respectively (Figure 2, *3). The sub-local mod-

e 7 els 1 and 2 are used for calculatipg(t|w) of un-
Dda |__~Gtional) known words in the sub-training data 2 and 1 re-

—— Dbaaflawfortaning | - gpectively, when the global model parameters are
""" ~ Daaflowfortestng | astimated from the entire training data. In the test-
ing phasepy(t|w) of unknown words in the test

data are calculated using the local model param-

data 1 but not in the sub-training data 2, or viceeters which are estimated from the entire training
versa. We handle these words @sdudd un- data, and test results are obtained using the global
known words in the training data. Such (two-fold) model with the local model.

cross-validation is necessary to make training ex- Global information cannot be used for unknown

amples that contain unknown wofdsPOS tags Wwords whose lexical forms appear only once in
that these pseudo unknown words have are defindfe training or test data, so we process only non-
as open class tags, and only the open class trﬁa@lque unknown words (unknown words whose
are considered as candidate POS tags for unknowfxical forms appear more than once) using the
words in the test data (i.e is equal to the num- proposed model. In the testing phase, POS tags of
ber of the open class tags). In the training phaseihique unknown words are determined using only
we need to estimate two types of parameters; locdhe local information, by choosing POS tags which
model (parameters), which is necessary to calcumaximizepo (t|w).

late po(t|w), and global model (parameters), i.e., Unlabeled data can be optionally used for semi-
Aij. The local model parameters are estimategupervised learning. In that case, the test data and
using all the training data (Figure 2, *2). Local the unlabeled data are concatenated, and the best

3 : _ POS tags which maximize the probability of the
A major method for generating such pseudo unknownpivad data are searched.
words is to collect the words that appear only once in a cor-
pus (Nagata, 1999). These words are caliepax legom- - o
enaand known to have similar characteristics to real un-3.2 Initial Distribution
known words (Baayen and Sproat, 1996). These words ar L T .
interpreted as being collected by the leave-one-out techniquﬁ1 our method, the initial distributiomg(tw) is
(which is a special case of cross-validation) as follows: Oneused for calculating the probability ofgiven lo-
word is picked from the corpus and the rest of the corpuscal contextw (Equation (8)). We use maximum
is considered as training data. The picked word is regarde@ntropy (ME) models for the initial distribution.

as an unknown word if it does not exist in the training data. ;
This procedure is iterated for all the words in the corpus po(tjw) is calculated by ME models as follows

However, this approach is not applicable to our experimentlBerger etal., 1996):

Figure 2: Experimental Procedure

because those words that appear only once in the corpus do 1 H
not have global information and are useless for learning the thw)= ex a w,t) 3, 20
global model, so we use the two-fold cross validation method. po(tlw) Y (w) P ; ngn(w, 1) (20)
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Language| Features PFR (Chinese)
English | Prefixes ofu, up to four characters, i%gg xg (gggg'ngonljigg
suffixes ofwo up to four characters, 186 ns gother proper noun)
wo contains Arabic numerals, 185 j (abbreviation)
i haracters J
wo contains uppercase ¢ ' +61 | nr(personal name)
wp contains hyphens. e e
Chinese | Prefixes otvy up to two characters, —26 m (numeral)
Japanese| suffixes ofwo up to two characters, —100 | v (verb)
U1, Yywglr V1 & Ylusg)s RWC (Japanese) ]
ol {4:} (set of character types). igg’ 2832:2;822: ggﬂﬂzggggrr‘]gﬁge'fam”y name
(common) | |wo| (length Ot‘;o)’ 2 +28 | noun-proper noun-organization name
T—1, T41, T—2 & T—1, T41 & Ty, +17 | noun-proper noun-person name-first name
T—1 & 741, w—1 & T—1, wi1 & T41, +6 noun-proper noun
W2 &T2& w1 & T_1, +4 noun-sahen noun
wi & :i & wﬁ & :ﬁ :%9 Rggﬂ-proper noun-place name-country naT]e
Table 2: Features Used for Initial Distribution SUS (English)
N - +13 NP (proper noun)
+6 JJ (adjective)
Y(w)=)_expq Y angn(w,t) o, (21) +2 VVDg ast tense fogm of lexical verb)
— — +2 NNL (locative noun
t=1 h=1 . A
. . . +2 NNJ (organization noun
where g, (w, t) is a binary feature function. We | ..- NNJ (org )
assume that each local contextontains the fol- —g m LSC&rRiTgprggggaremem noun)

lowing information about the unknown word:
Table 4: Ordered List of Increased/Decreased
e The POS tags of the two words on each sideNumber of Correctly Tagged Words

of the unknown wordzr_,, 7_ 4 O . . .
, 2 T=1s THL T2 tagst = {¢1,--,1x } which maximize the proba-
e The lexical forms of the unknown word itself pjjities of the local model:

and the two words on each side of the un-
known word:w_o, w_1, wWo, W1, W3-

e The character types of all the characters com] he table shows the accuracies, the numbers of er
posing the unknown word:ey, - -, ¥, . 'OrS the p-values of McNemar's test against the

We use six character types: alphabet, nulesults using only local information, and the num-
meral (Arabic and Chinese numerals), Sym_bers of non-unique unknown words in the test
bol, Kanji (Chinese character), Hiraganadat@. On an Opteron 250 processor with 8GB of
(Japanese script) and Katakana (Japaned¥ M, model parameter estimation and decoding
script). without unlabeled data for the eight corpora took
117 minutes and 39 seconds in total, respectively.
In the CTB, PFR, KUC, RWC and WSJ cor-
pora, the accuracies were improved using global
information (statistically significant at < 0.05),
compared to the accuracies obtained using only lo-
cal information. The increases of the accuracies on
he English corpora (the GEN and SUS corpora)
ere small. Table 4 shows the increased/decreased
Umber of correctly tagged words using global in-
formation in the PFR, RWC and SUS corpora.
In the PFR (Chinese) and RWC (Japanese) cor-
pora, many proper nouns were correctly tagged us-
ing global information. In Chinese and Japanese,
. proper nouns are not capitalized, therefore proper
3.3 Experimental Results nouns are difficult to distinguish from common
The results are shown in Table 3. In the talije, Nnouns with only local information. One reason
cal, local+global andlocal+global w/ unlabeled that only the small increases were obtained with
indicate that the results were obtained using onlyglobal information in the English corpora seems to
local information, local and global information, be the low ambiguities of proper nouns. Many ver-
and local and global information with the extra un-pal nouns in PER and a few sahen-nouns (Japanese
Iabelr—_)d data, _respectively. _The results u_sing onlyerbal nouns) in RWC, which suffer from the
local information were obtained by choosing Posproblem of possibility-based POS tags, were also

Wtraining and the testing phases, POS tags orrectly tagged using global information. When
known words are given from the corpora. Whén these sur-he unlabeled data was used, the number of non-

rounding words contain unknown words, their POS tags arélnNique words in the test data increased. Compared
represented by a special taigk with the case without the unlabeled data, the accu-

tr=argmaxpo (t|wy). (22)
t

1 (w—1 ="President” andr_; =“NNP” andt =
gl?S(w’t):{O Eothlerwise)s. ' =9
The features we use are shown in Table 2, whic
are based on the features used by Ratnhapark
(1996) and Uchimoto et al. (2001).
The parametersy, in Equation (20) are esti-

mated using all the words in the training data
whose POS tags are the open class tags.
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Corpus Accuracy for Unknown Words (# of Errors)
(Lang.) [p-value] (# of Non-unique Unknown Words
focal ocal+global [ocal+global w/ unlabeled
CTB 0.7423 (193) 0.7717 (171) 0.7704 (172)
© [0.0000](344 [0.0001](361)
PFR | 0.6499 (9723)] 0.6690 (9193) 0.6785 (8930)
(© [0.0000](16019 [0.0000](18861)
EDR 0.9639 (874) 0.9643 (863) 0.9651 (844)
(J) [0.1775](4903 [0.0034](7770
KUC 0.7501 (619) 0.7634 (586) 0.7562 (604)
(J) [0.0000](788) [0.0872](936)
RWC | 0.7699 (2572)] 0.7785 (2476) 0.7787 (2474)
J) [0.0000](5044 [0.0000](5878
GEN 0.8836 (905) 0.8837 (904) 0.8863 (884)
(E) [1.0000](4094 [0.0244](4515
SUS | 0.7934 (1190)] 0.7957 (1177) 0.7979 (1164)
(E) [0.1878](3210 [0.0116](3583
WSJ | 0.8345 (704) 0.8368 (694) 0.8352 (701)
(E) [0.0162](1412 [0.7103](1627

Table 3: Results of POS Guessing of Unknown Words

g_:f;i h’;";ggﬁﬂaslta”dard Des"iztion model-based method, some global features were
CTe (O [ OTev000zr | 7eEzOD0ZE|  Cost e B e e ences, the
PFR (C) | 0.6707-0.0010 | 0.6712+0.0014 P thal ginning -
EDR (J) | 0.9644:0.0001 | 0.9645+0.0001 word was capitalized or not”. These global fea-
KUC (J) | 0.7595:0.0031 | 0.7612+0.0018 tures are static and can be handled in the same
RWC (J) | 0.7777:0.0017 | 0.7772:0.0020 manner as local features, therefore Viterbi decod-
GEN (E) | 0.8841-0.0009 | 0.884G+0.0007 ing was used. The method is efficient but does not
SUS (E) | 0.7997:0.0038 | 0.7995:0.0034 handle interactions between labels.

WSJ (E) | 0.8366£0.0013 | 0.836G:0.0021 Finkel et al. (2005) proposed a method incorpo-

Table 5: Results of Multiple Trials and Compari- rating non-local structure for information extrac-
son to Simulated Annealing tion. They attempted to udabel consistencyf
named entities, which is the property that named
racies increased in several corpora but decreaseghtities with the same lexical form tend to have
in the CTB, KUC and WSJ corpora. the same label. They defined two probabilis-
Since our method uses Gibbs sampling in thaic models; a local model based on conditional
training and the testing phases, the results are afandom fields and a global model based on log-
fected by the sequences of random numbers usdithear models. Then the final model was con-
in the sampling. In order to investigate the influ- structed by multiplying these two models, which
ence, we conduct 10 trials with different sequencesan be seen as unnormalized log-linear interpola-
of pseudo random numbers. We also conduct exion (Klakow, 1998) of the two models which are
periments using simulated annealing in decodingweighted equally. In their method, interactions be-
as conducted by Finkel et al. (2005) for informa-tween labels in the whole document were consid-
tion extraction. We increase inverse temperatire ered, and they used Gibbs sampling and simulated
in Equation (1) froms = 1 to # ~ oo with the  annealing for decoding. Our model is largely sim-
linear cooling schedule. The results are shown irlar to their model. However, in their method, pa-
Table 5. The table shows the mean values and themeters of the global model were estimated using
standard deviations of the accuracies for the 10 trirelative frequencies of labels or were selected by
als, andMarginal andS.A.mean that decoding is hand, while in our method, global model parame-
conducted using Equation (11) and simulated anters are estimated from training data so as to fit to
nealing respectively. The variances caused by rarthe data according to the objective function.
dom numbers and the differences of the accuracies One approach for incorporating global infor-
betweerMarginal andS.A.are relatively small. ~ mation in natural language processing is to uti-
lize consistency of labels, and such an approach
have been used in other tasks. Takamura et al.
(2005) proposed a method based on the spin mod-
Several studies concerning the use of global inforels in physics for extracting semantic orientations
mation have been conducted, especially in namedf words. In the spin models, each electron has
entity recognition, which is a similar task to POS one of two stategyp or down and the models give
guessing of unknown words. Chieu and Ng (2002)probability distribution of the states. The states
conducted named entity recognition using globabf electrons interact with each other and neighbor-
features as well as local features. In their MEing electrons tend to have the same spin. In their
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