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Abstract

This paper presents a study on if and how
automatically extracted keywords can be
used to improve text categorization. In
summary we show that a higher perfor-
mance — as measured by micro-averaged
F-measure on a standard text categoriza-
tion collection — is achieved when the
full-text representation is combined with
the automatically extracted keywords. The
combination is obtained by giving higher
weights to words in the full-texts that
are also extracted as keywords. We also
present results for experiments in which
the keywords are the only input to the cat-
egorizer, either represented as unigrams
or intact. Of these two experiments, the
unigrams have the best performance, al-
though neither performs as well as head-
lines only.

1 Introduction

guestions: what features to select as input and
which type of value to assign to these features.

In most studies, the best performing representa-
tion consists of the full length text, keeping the
tokens in the document separate, that is as uni-
grams. In recent years, however, a number of ex-
periments have been performed in which richer
representations have been evaluated. For exam-
ple, Caropreso et al. (2001) compare unigrams
and bigrams; Moschitti et al. (2004) add com-
plex nominals to their bag-of-words representa-
tion, while Kotcz et al. (2001), and Mihalcea and
Hassan (2005) present experiments where auto-
matically extracted sentences constitute the input
to the representation. Of these three examples,
only the sentence extraction seems to have had any
positive impact on the performance of the auto-
matic text categorization.

In this paper, we present experiments in which
keywords, that have been automatically extracted,
are used as input to the learning, both on their own
and in combination with a full-text representation.
That the keywords are extracted means that the se-

Automatic text categorization is the task of assigndected terms are present verbatim in the document.
ing any of a set of predefined categories to a docA keyword may consist of one or several tokens.
ument. The prevailing approach is thatafper- In addition, a keyword may well be a whole ex-
vised machine learningn which an algorithm is pression or phrase, such asakes and ladders
trained on documents with known categories. BeThe main goal of the study presented in this pa-
fore any learning can take place, the documentper is to investigate if automatically extracted key-
must be represented in a form that is understandwvords can improve automatic text categorization.
able to the learning algorithm. A trainguedic- We investigate what impact keywords have on the
tion modelis subsequently applied to previously task by predicting text categories on the basis of
unseen documents, to assign the categories. keywords only, and by combining full-text repre-
order to perform a text categorization task, theresentations with automatically extracted keywords.
are two major decisions to make: how to repre-We also experiment with different ways of rep-
sent the text, and what learning algorithm to useaesenting keywords, either as unigrams or intact.
to create the prediction model. The decision abouln addition, we investigate the effect of using the
the representation is in turn divided into two sub-headlines — represented as unigrams — as input,
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to compare their performance to that of the key- Assign.  Corr.
words. mean mean P R F

The outline of the paper is as follows: in Section 8.6 36 415 469 440
2, we present the algorithm used to automatically
extract the keywords. In Section 3, we present thdable 1. The number of assigned (Assign.) key-
corpus, the learning algorithm, and the experimenwords in mean per document; the number of cor-
tal setup for the performed text categorization ex+ect (Corr.) keywords in mean per document; pre-
periments. In Section 4, the results are described:ision (P); recall (R); and F-measure (F), when 3—
An overview of related studies is given in Section12 keywords are extracted per document.
5, and Section 6 concludes the paper.

(given by the prediction models) is higher than an
empirically defined threshold value. To avoid that

This section describes the method that was used fdocument gets no keywords, at least three key-
extract the keywords for the text categorization exWords are assigned although the added regression
periments discussed in this paper. One reason wh{p/Ue is below the threshold (provided that there
this method, developed by Hulth (2003; 2004),are at least three candidate terms).

was chosen is because it is tuned for short texts N Hulth (2004) an evaluation on 500 abstracts
(more specifically for scientific journal abstracts).in English is presented. For the evaluation, key-

It was thus suitable for the corpus used in the deWOrds assigned to the test documents by profes-
scribed text categorization experiments. sional indexers are used as a gold standard, that

The approach taken to the automatic keyworois’ the manual keywords are treated as the one

extraction is that of supervised machine learning@"d only truth. The evaluation measures aei-

and the prediction models were trained on man$ion(how many of the automatically assigned key-
ually annotated data. No new training was dong/V0rds that are also manually assigned keywords)

on the text categorization documents, but model@"d recall (how many of the manually assigned
trained on other data were used. As a first StelIJ<eywords that are found by the automatic indexer).

to extract keywords from a document, candidateThe third measure use_d for the evaluat_iqns is the
terms are selected from the document in three diff “Measure(the harmonic mean of precision and
ferent manners. One term selection approach i&€call). Table 1 shows the result on that particu-
statistically oriented. This approach extracts all@r t€st set. This result may be considered to be
uni-, bi-, and trigrams from a document. The two State-of-the-art.
other approaches are of a more linguistic charac:-3
ter, utilizing the words’ parts-of-speech (PoS), that
is, the word class assigned to a word. One apThis section describes in detail the four experi-
proach extracts all noun phrase (NP) chunks, anechental settings for the text categorization exper-
the other all terms matching any of a set of empiriments.
ically defined PoS patterns (frequently occurring
patterns of manual keywords). All candidate terms3-1  Corpus
are stemmed. For the text categorization experiments we used
Four features are calculated for each candithe Reuters-21578 corpusvhich contains 20 000
date term: term frequency; inverse document frenewswire articles in English with multiple cate-
quency; relative position of the first occurrence;gories (Lewis, 1997). More specifically, we used
and the PoS tag or tags assigned to the candidateeModAptesplit, containing 9 603 documents for
term. To make the final selection of keywords,training and 3 299 documents in the fixed test set,
the three predictions models are combined. Termand the 90 categories that are present in both train-
that are subsumed by another keyword selectethg and test sets.
for the document are removed. For each selected As a first pre-processing step, we extracted the
stem, the most frequently occurring unstemmedexts contained in the TITLE and BODY tags. The
form in the document is presented as a keywordpre-processed documents were then given as in-
Each document is assigned at the most twelve keyput to the keyword extraction algorithm. In Ta-
words, provided that the added regression valuéle 2, the number of keywords assigned to the doc-

2 Selecting the Keywords

Text Categorization Experiments
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uments in the training set and the test set are didiave too low term frequency), or very common
played. As can be seen in this table, three is th¢by applying a stop-word list). Also, terms may
number of keywords that is most often extractedbe stemmed, meaning that they are merged into a
In the training data set, 9 549 documents are assommon form. In addition, any of a number of
signed keywords, while 54 are empty, as they havéeature selection metrics may be applied to further
no text in the TITLE or BODY tags. Of the 3 299 reduce the space, for example chi-square, or infor-
documents in the test set, 3 285 are assigned keynation gain (see for example Forman (2003) for a
words, and the remaining fourteen are those thagurvey).

are empty. The empty documents are included in Once that the features have been set, the final
the result calculations for the fixed test set, in or-decision to make is what feature value to assign.
der to enable comparisons with other experimentsThere are to this end three common possibilities:
The mean number of keyword extracted per docua boolean representation (that is, the term exists in
ment in the training set is 6.4 and in the test set 6.the document or not), term frequency, or tf*idf.

(not counting the empty documents). Two sets of experiments were run in which the
automatically extracted keywords were the only

geywords Training do;z Test dol(;s input to the repn_s\sentation. In the first set, ke_y-
1 68 36 words that contained several tokens were kept in-
5 829 272 tact. For example a keywqrd such@adlse fruit

3 2016 338 was represenf[ed qar adi sefr UI.'[. and_was

4 368 308 —_from the point of view of the gIaSS|f|er —justas
5 813 259 distinct from the sm_gle tokefruit as fror_nmgat-

6 270 52 packers.No stemming was performed in this set
- 640 184 of experiments.

8 527 184 In the second set of keywords-only experiments,
9 486 177 the keywords were split up into unigrams, and also
10 688 206 stemmed. For this purpose, we used Porter’'s stem-
11 975 310 mer (Porter, 1980). Thereafter the experiments
12 869 239 were performed identically for the two keyword

representations.

Table 2: Number of automatically extracted key- In a third set of experiments, we extracted only

words per document in training set and test set rethe content in the TITLE tags, that is, the head-

spectively. lines. The tokens in the headlines were stemmed
and represented as unigrams. The main motiva-
tion for the title experiments was to compare their

3.2 Learning Method performance to that of the keywords.

The focus of the experiments described in this pa- For all of these three feature inputs, we first
per was the text representation. For this reason, wevaluated which one of the three possible feature
used only one learning algorithm, namely an im-values to use (boolean, tf, or tf*idf). Thereafter,

plementation ofLinear Support Vector Machines we reduced the space by varying the minimum
(Joachims, 1999). This is the learning method thanumber of occurrences in the training data, for a
has obtained the best results in text categorizatiofeature to be kept.

experiments (Dumais et al., 1998; Yang and Liu, The starting point for the fourth set of exper-

1999). iments was a full-text representation, where all
stemmed unigrams occurring three or more times
in the training data were selected, with the feature
This section describes in detail the input reprevalue tf*idf. Assuming that extracted keywords

sentations that we experimented with. An impor-convey information about a document’s gist, the
tant step for the feature selection is the dimenfeature values in the full-text representation were
sionality reduction, that is reducing the numbergiven higher weights if the feature was identical to
of features. This can be done by removing wordsa keyword token. This was achieved by adding the
that are rare (that occur in too few documents oterm frequency of a full-text unigram to the term

3.3 Representations
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frequency of an identical keyword unigram. Note4 Results

that this does not mean that the term frequenclr/g o
value was necessarily doubled, as a keyword oftefi® €valuate the performance, we uggecision

contains more than one token, and it was the terffec@ll, andmicro-averaged F-measurand we let

frequency of the whole keyword that was added. the F-measure be decisive. The results for the 5-
fold cross validation runs are shown in Table 3,

3.4 Training and Validation where the values given are the average of the five

This section describes the parameter tuning, fofuns made for each experiment. As can be seen

was divided into five equally sized folds, to de- ture value gave 92.3% precision, 69.4% recall, and
cide which setting of the following two parameters /9-2% F-measure. The full-text run with tfidf

that resulted in the best performing classifier: whagave a better result as it yielded 92.9% precision,
feature value to use, and the threshold for the min/1.3% recall, and 80.7% F-measure. Therefore we

imum number of occurrence in the training datadefined the latter as baseline.

(in this particular order). In the first type of the experiment where each
To obtain a baseline, we made a full-text uni-keyword was treated as a feature independently

gram run with boolean as well as with tfidf fea- Of the number of tokens contained, the recall

ture values, setting the occurrence threshold téates were considerably lower (between 32.0%
three. and 42.3%) and the precision rates were somewhat

As stated previously, in this study, we werelower (between 85.8% and 90.5%) compared to

concerned only with the representation, and moréhe baseline. The best performance was obtained
specifically with the feature input. As we did not When using a boolean feature value, and setting the
tune any other parameters than the two mentionefinimum number of occurrence in training data to
above, the results can be expected to be lower thdfiree (giving an F-measure of 56.9%).
the state-of-the art, even for the full-text run with In the second type of experiments, where
unigrams. the keywords were split up into unigrams and
The number of input features for the full-text Sttmmed, recall was higher but still low (between
unigram representation for the whole training se0.2% and 64.8%) and precision was somewhat
was 10 676, after stemming and removing all tolower (88.9-90.2%) when compared to the base-
kens that contained only digits, as well as thosdine. The best results were achieved with a boolean
tokens that occurred less than three times. Theepresentation (similar to the first experiment) and
total number of keywords assigned to the 9 603he minimum number of occurrence in the training
documents in the training data was 61 034. Ofdata set to two (giving an F-measure of 75.0%)
these were 29 393 unique. When splitting up the In the third type of experiments, where only the
keywords into unigrams, the number of uniquetext in the TITLE tags was used and was repre-

stemmed tokens was 11 273. sented as unigrams and stemmed, precision rates
increased above the baseline t0 93.3-94.5%. Here,
3.5 Test the best representation was tf+idf with a token oc-

As a last step, we tested the best performing repsurring at least four times in the training data (with
resentations in the four different experimental setan F-measure of 79.9%).
tings on the independent test set. In the fourth and last set of experiments, we
The number of input features for the full-text gave higher weights to full-text tokens if the same
unigram representation was 10 676. The totatoken was present in an automatically extracted
number of features for the intact keyword repre-keyword. Here we obtained the best results. In
sentation was 4 450 with the occurrence threshthese experiments, the term frequency of a key-
old set to three, while the number of stemmedword unigram was added to the term frequency
keyword unigrams was 6 478, with an occurrencédor the full-text features, whenever the stems were
threshold of two. The total number of keywordsidentical. For this representation, we experi-
extracted from the 3 299 documents in the test sahented with setting the minimum number of oc-

was 19 904. currence in training data both before and after that
Next, we present the results for the validationthe term frequency for the keyword token was
and test procedures. added to the term frequency of the unigram. The
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Input feature | Feature value | Min. occurrence | Precision Recall F-measure

full-text unigram bool 3 92.31 69.40 79.22
full-text unigram tf*idf 3 9289 71.30 80.67
keywords-only intact bool 1 90.54 36.64 52.16
keywords-only intact tf 1 88.68 33.74 48.86
keywords-only intact tr*idf 1 89.41 32.05 47.18
keywords-only intact bool 2 89.27 40.43 55.64
keywords-only intact bool 3 87.11 42.28 56.90
keywords-only intact bool 4 85.81 41.97 56.35
keywords-only unigrarm bool 1 89.12 64.61 74.91
keywords-only unigrarm tf 1 89.89 60.23 72.13
keywords-only unigrarn tf*idf 1 90.17 60.36 72.31
keywords-only unigran bool 2 89.02 64.83 75.02
keywords-only unigrarm bool 3 88.90 64.82 74.97
title bool 1 94.17 68.17 79.08
title tf 1 94.37 67.89 78.96
title tfidf 1 94.46 68.49 79.40
title tf*idf 2 93.92 69.19 79.67
title tf*idf 3 93.75 69.65 79.91
title tf*idf 4 93.60 69.74 79.92
title tf*idf 5 93.31 69.40 79.59
keywords+full tr*idf 3 (before adding), 92.73 72.02 81.07
keywords+full tf*idf 3 (after adding) 92.75 71.94 81.02

Table 3: The average results from 5-fold cross validatiangtfe baseline candidates and the four types
of experiments, with various parameter settings.

highest recall (72.0%) and F-measure (81.1%) foings onn-grams by Caropreso et al. (2001). How-
all validation runs were achieved when the occur-ever, the results are still not satisfactory since both
rence threshold was set before the addition of théhe precision and recall rates are lower than the
keywords. baseline.

Next, the results on the fixed test data set for Titles, on the other hand, represented as uni-
the four experimental settings with the best pergrams and stemmed, are shown to be a useful in-
formance on the validation runs are presented. formation source when it comes to correctly pre-

Table 4 shows the results obtained on the fixedlicting the text categories. Here, we achieve the
test data set for the baseline and for those experhighest precision rate of 94.2% although the recall
ments that obtained the highest F-measure for eadiate and the F-measure are lower than the baseline.
one of the four experiment types. Full-texts combined with keywords result in the

We can see that the baseline — where the fullhighest recall value, 72.9%, as well as the highest
text is represented as unigrams with tf*idf as fea-F-measure, 81.7%, both above the baseline.
ture value — yields 93.0% precision, 71.7% re- Qur results clearly show that automatically ex-
call, and 81.0% F-measure. When the intact keytracted keywords can be a valuable supplement to
words are used as feature input with a boolean fegull-text representations and that the combination
ture value and at least three occurrences in trainof them yields the best performance, measured as
ing data, the performance decreases greatly bothoth recall and micro-averaged F-measure. Our
considering the correctness of predicted categoriesxperiments also show that it is possible to do a
and the number of categories that are found.  satisfactory categorization having only keywords,

When the keywords are represented as unigiven that we treat them as unigrams. Lastly, for
grams, a better performance is achieved than whenigher precision in text classification, we can use
they are kept intact. This is in line with the find- the stemmed tokens in the headlines as features
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Input feature Feature value | Min. occurrence | Precision Recall F-measure
full-text unigram tr*idf 3 93.03 71.69 80.98
keywords-only intact bool 3 89.56 41.48 56.70
keywords-only unigrarn bool 2 90.23 64.16 74.99
title tr*idf 4 94.23 68.43 79.28
keywords+full tf*idf 3 92.89 72.94 81.72

Table 4: Results on the fixed test set.

with tf*idf values. An early work on linguistic phrases is done by
As discussed in Section 2 and also presented iRUrnkranz et al. (1998), where all noun phrases
Table 2, the number of keywords assigned per doognatching any of a number of syntactic heuristics
ument varies from zero to twelve. In Figure 1, weare used as features. This approach leads to a
have plotted how the precision, the recall, and thénigher precision at the low recall end, when eval-
F-measure for the test set vary with the number ofiated on a corpus of Web pages. Aizawa (2001)
assigned keywords for the keywords-only unigramextracts PoS-tagged compounds, matching pre-
representation. defined PoS patterns. The representation contains
both the compounds and their constituents, and
a small improvement is shown in the results on
asure - Reuters-21578. Moschitti and Basili (2004) add
” \\/\ complex nominals as input features to their bag-
% of-words representation. The phrases are extracted
7 % f e N e by a system for terminology extractibriThe more
P oLl e complex representation leads to a small decrease
- on the Reuters corpus. In these studies, it is un-
/o . clear how many phrases that are extracted and
of— added to the representations.
o Li et al. (2003) map documents (e-mail mes-
" sages) that are to be classified into a vector space
of keywords with associated probabilities. The
_ o mapping is based on a training phase requiring
Figure 1: Precision, recall, and F-measure fofyh texts and their corresponding summaries.
each number of assigned keywords. The values another approach to combine different repre-
in brackets denote the number of documents.  geniations is taken by Sahlgren and Coster (2004),
where the full-text representation is combined
We can see that the F-measure and the recall reaglith a concept-based representation by selecting
their highest points when three keywords are expne or the other for each category. They show
tracted. The highest precision (100%) is obtainedhat concept-based representations can outperform
when the classification is performed on a singleraditional word-based representations, and that a
extracted keyword, but then there are only 36 doczombination of the two different types of represen-

uments present in this group, and the recall is lowgations improves the performance of the classifier
Further experiments are needed in order to estalyyer all categories.

lish the optimal number of keywords to extract.

100

Precision ——
F-measure -—--x-—-

50

1 1 1 1 1 1 1 1 1 1
1(36) 2(272) 3(838) 4(328) 5(259) 6(252) 7(184) 8(184) 9(177) 10(206) 11(310) 12(239)
Number of assigned keywords (number of documents)

Keywords assigned to a particular text can be
seen as a dense summary of the same. Some
reports on how automatic summarization can be

For the work presented in this paper, there are wised to improve text categorization exist. For ex-
aSp_eCtS that are of mte.res_t in previous work. TheSé 1In terminology extraction all terms describing a domain
are in how the alternative input features (that is, alare to be extracted. The aim of automatic keyword indexing,
ternative from unigrams) are selected and in how?n the other hand, is to find a small set of terms that describes

. . . . . . __a specific document, independently of the domain it belongs
this alternative representation is used in combin

) ) i o 8. Thus, the set of terms must be limited to contain only the
tion with a bag-of-words representation (if it iS). most salient ones.

5 Related Work
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ample, Ko et al. (2004) use methods from texttained, higher than without the keywords (81.0%).
summarization to find the sentences containing th@©ur results also clearly indicate that keywords
important words. The words in these sentences ar@one can be used for the text categorization task
then given a higher weight in the feature vectorswhen treated as unigrams, obtaining an F-measure
by modifying the term frequency value with the of 75.0%. Lastly, for higher precision (94.2%) in
sentence’s score. The F-measure increases frotext classification, we can use the stemmed tokens
85.8 t0 86.3 on thdlewsgroupslata set using Sup- in the headlines.

port vector machines. The results presented in this study are lower
Mihalcea and Hassan (2004) use an unsupekhan the state-of-the-art, even for the full-text run
vised metho@to extract summaries, which in turn with unigrams’ as we did not tune any other pa-
are used to categorize the documents. In their exameters than the feature values (boolean, term
periments on a sub-set of Reuters-21578 (amonfjequency, or tf*idf) and the threshold for the min-
others), Mihalcea and Hassan show that the preCimum number of occurrence in the training data.
sion is increased when using the summaries rather There are, of course, possibilities for further

than the full length document&zgiir et al. (2005) improvements. One possibility could be to com-

have shown that limiting the representation ©pine the tokens in the headlines and keywords in

2 000 features leads to a better performance, %Fe same way as the full-text representation was

evaluated on_Reuters-21578. There is thus eVizombined with the keywords. Another possible
dence that using only a sub-set of a document ¢

) e i afﬂnprovement concerns the automatic keyword ex-
give a more gccurate classification. The queSt'Onrraction process. The keywords are presented in
though, is which sub-set to use. ] ] order of their estimated “keywordness”, based on

In summary, the work pre;ented in this PapP€hine added regression value given by the three pre-
has the most resemblance with the work by Ko €{y;.tion models. This means that one alternative
al. (2004), who also use a more dense Version of, qriment would be to give different weights de-
a document to alter the feature values of a bag'Ofbending on which rank the keyword has achieved
words representation of a full-length document. from the keyword extraction system. Another al-
ternative would be to use the actual regression
value.

In the experiments described in this paper, we We would like to emphasize that the automati-
investigated if automatically extracted keywordscally extracted keywords used in our experiments
can improve automatic text categorization. Moreare not statistical phrases, such as bigrams or tri-
specifically, we investigated what impact key-grams, but meaningful phrases selected by includ-
words have on the task of text categorization bying linguistic analysis in the extraction procedure.
making predictions on the basis of keywords only, nq insight that we can get from these ex-

represented either as unigrams or intact, and bYeriments is that the automatically extracted key-

combining the full-text representation with auto-,,5.4s which themselves have an F-measure of
matically extracted keywords. The combinationg g can yield an F-measure of 75.0 in the cat-

was obtained by giving higher weights to words ingqorization task. One reason for this is that the

the full-texts that were also extracted as keywordskeywords have been evaluated using manually as-
Throughout the study, we were concerned withgigneq keywords as the gold standard, meaning
the data representation and feature selection prop5¢ paraphrasing and synonyms are severely pun-
cedure. We investigated what feature value shoulek,oq kotcez et al. (2001) propose to use text cate-
be used (boolean, tf, or t*idf) and the minimum ¢, 4ti0n as a way to more objectively judge au-
number of occurrence of the tokens in the training, matic text summarization techniques, by com-

data. . paring how well an automatic summary fares on
We showed that keywords can improve the perihe task compared to other automatic summaries

formance of the text categorization. When key-(hat js, as arextrinsic evaluation method). The
words were used as a complement to the full-texgame would be valuable for automatic keyword in-

representation an F-measure of 81.7% was Olyexing. Also, such an approach would facilitate

2This method has also been used to extract keywords (Mipomparlsons between different systems, as com-

halcea and Tarau, 2004). mon test-beds are lacking.

6 Concluding Remarks
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In this study, we showed that automatic textYoungjoong Ko, Jinwoo Park, and Jungyun Seo. 2004.
categorization can benefit from automatically ex- |Tpf0\t/ing te>:t fcateg?riza;ion using the(;rrl\l/lportance
nien nrormation Pr n n n -
tracted keywords, although the bag-of-words rep- ?nesnet 48(1(:)?25_39_ ation Frocessing and Manage
resentation is competitive with the best perfor-
mance. Automatic keyword extraction as well asAleksander Kolcz, Vidya Prabakarmurthi, and Jugal
automatic text categorization are research areas Kalita.  2001. Summarization as feature selec-

here further i t ded in order t tion for text categorization. IfProceedings of the
where turther improvements are needed In Order o onih nternational Conference on Information and

be useful for more efficient information retrieval. Knowledge Management (CIKM'Olpages 365—
370.
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