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Abstract

We report on an investigation of the prag-
matic category of topic in Danish dia-
log and its correlation to surface features
of NPs. Using a corpus of 444 utter-
ances, we trained a decision tree system
on 16 features. The system achieved near-
human performance with success rates of
84-89% andF-scores of 0.63-0.72 in 10-
fold cross validation tests (human perfor-
mance: 89% and 0.78). The most im-
portant features turned out to be prever-
bal position, definiteness, pronominalisa-
tion, and non-subordination. We discov-
ered that NPs in epistemic matrix clauses
(e.g. “lIthink...") were seldom topics and
we suspect that this holds for other inter-
personal matrix clauses as well.

Introduction
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Danish is a verb-second language. Its word order
is fixed, but only to a certain degree, in that it al-
lows any main clause constituent to occur in the pre-
verbal position. The first position thus has a privi-
leged status in Danish, often associated with topical-
ity (Harder and Poulsen, 2000; Togeby, 2003). We
were thus interested in investigating how well the
topic correlates with the preverbal position, along
with other features, if any.

Our findings could prove useful for the further in-
vestigation of local dialog coherence in Danish. In
particular, it may be worthwile in future work to
study the relation of our notion of topic to thg,
of Grosz et al.s (1995) Centering Theory.

2 The corpus

The basis of our investigation was two dialogs from
a corpus of doctor-patient conversations (Hermann,
1997). Each of the selected dialogs was between a
woman in her thirties and her doctor. The doctor was
the same in the two conversations, and the overall
topic of both was the weight problems of the patient.
One of the dialogs consisted of 125 utterances (165

ficult to pin down, and it has been defined in man;NPS) the other 319 (449 NPs)
ways (Biring, 1999; Davison, 1984; Engdahl and ' '
Vallduvi, 1996; Gundel, 1988; Lambrecht, 1994;3 Method

Reinhart, 1982; Vallduiy 1992). The common de-

nominator is the notion of topic as what an utterThe investigation proceeded in three stages: first,
ance is about. We take this as our point of depathe topic expressions (see below) of all utterances
ture in this corpus-based investigation of the correxere identified; second, all NPs were annotated for
lations between linguistic surface features and praginguistic surface features; and third, decision trees

matic topicality in Danish dialog. -
1 Utterances with dicourse regulating purpose (e.g. yes/no-
*We thank Daniel Hardt and two anonymous reviewers foanswers), incomplete utterances, and utterances without an NP

many helpful comments on drafts of this paper. were excluded.
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were generated in order to reveal correlations be3) i. Say something abo@HE PATIENT (=you).

tween the topic expressions and the surface features. ii i’f‘EyNjomething abOUTHE WEIGHING OF THE PA

e . . ii. Say something aboutHE LAST WEIGHING OF THE
3.1 Identification of topic expressions PA}/,ENT. 9

iv. Say something aboutHE TIME OF LAST WEIGHING

Topics are distinguished frotopic expressionfol- OF THE PATIENT.

lowing Lambrecht (1994). Topics are entities prag-
matically construed as being what an utterance is Creating theaboutconstructions involved a great
about. A topic expression, on the other hand, is aleal of creativity and made them difficult to com-
NP that formally expresses the topic in the utteranc@are. Sometimes the coders chose the exact same
Topic expressions were identified through a two-stefopic, at other times they were obviously differ-
procedure; 1) identifying topics and 2) determiningent, but frequently it was difficult to decide. For
the topic expressions on the basis of the topics. instance, for one utterance Coder 1 chasgiER
First, the topic was identified strictly based onCAUSES OF EDEMA SYMPTOM while Coder 2
pragmatic aboutness using a modified version of thehose THE EDEMA'S CONNECTION TO OTHER
‘abouttest’ (Lambrecht, 1994; Reinhart, 1982).  THINGS. Slightly different wordings like these made
The about test consists of embedding the utterit impossible to test the intersubjectivity of the topic
ance in question in an ‘about-sentence’ as in Lantoding.
brecht's example shown below as (1): The second step consisted in actually identifying
the topic expression. This was done by selecting the
NP in the utterance that was the best formal repre-

This is a paraphrase of the sentetice children Sentation of the topic, using 3 criteria:
went to schoolvhich indicates that the referent of 1. The topic expression is the NP in the utterance that refers
the childrenis the topic because it is appropriate (in to the topic.
the imagined @scourse Cont.eXt) to embed t_hls refer- . If no such NP exists, then the topic expression is the NP
ent as an NP in thaboutmatrix clause. (Again, the whose referent the topic is a property or aspect of.
referentof the childrenis the topic, while the NEhe
childrenis the topic expression.)

We adapted thabouttest for dialog by adding a
request to ‘say something about ...’ or ‘ask about In the example from before, (24, it was judged

" before the utterance in question. Each uttetthat det ‘it' (emphasized) was the topic expression
ance was judged in context, and the best topic was the utterance, because it shared reference with the
identified as illustrated below. In example (2), thechosen topic from (3-iv).
last utterance, (2-§), was assigned the topitME If two NPs in an utterance had the same reference,
OF LAST WEIGHING. This happened after consider-the best topic representative was chosen. In reflexive
ing whichaboutconstruction gave the most coherentonstructions like (4), the non-reflexive NP, in this
and natural sounding result combined with the uttecaseieg‘I’, is considered the best representative.
ance. Example (3) shows a fealoutconstructions . . _

. . . . 4) menjeg har ikke tabtmig

that the coder might come up with, and in this con- but | havenot lostme (i.e. lost weight)
text (3-iv) was chosen as the best alternative.

1) He said about the children that they went to school.

3. If no NP fulfills one of these criteria, then the utterance
has no topic expression.

In syntactially complex utterances, the best repre-
(2) D1 sidned og ladmig hgre Annette (made-up name) sentative of the topic was considered the one occur-

sit downandlet me hear,Annette ring in the clause most closely related to the topic. In
P: jegskal barevejes

|~ shalljust be.weighed the following example, since the topic wWase PA-

P, og sa skal jeghavesvar fra sidstegang TIENT'S HANDLING OF EATING, the topic expres-
andthenshalllhaveanswerfrom last ~ time sion had to be one of the two instancesjed ‘I'.

D, sa skalvi se en gang . . . L
thenlet usseeonetime Since thg topic arguaply concerns handling’ more

Ds det... er...fiorten dagesidendu blev vejet... than ‘eating’, the NP in the matrix clause (empha-
it... is... fourteendayssinceyouwereweighed... sized) is the topic expression.
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(5) jeghar slet ikketeenkt pad hvadjeghar spist —main stress distinction only applies to pronouns in
I havereallynot thoughtaboutwhatl haveeaten Danish.) These can also be annotated reliajty (

A final example of several NPs referring to the®l =289, C2=289, C1+2= 288, =1.00 def: C1=319, C2=318, C1+2=
same topic has to do with left-dislocation. In ex-318.ss =098 str: C1=226, C2=226, C1+2 = 208, =0.80).
ample (6), the preverbal objelsam‘him’ is imme- Unmarked surface position. NPs were anno-
diately preceded by its antecedenin far ‘my fa- tated for occurrence in pre-verbapr¢) or post-
ther'. Both NPs express the topic of the utterance. IMerbal post) position relative to their subcategoriz-
Danish, resumptive pronouns in left-dislocation conlng verb. Thus, in the following exampléet'it’ is
structions always occur in preverbal position, and irtPre, but -post, becausedetis not subcategorized
cases where they express the topic there will thuay tror ‘think’.
always be two NPs directly adjacent to each oth&ty g tror [, re_post def] hizelperidt
which both refer to the topic. In such cases, we con- (1) think [+pre,—post it]  helps a little
sider the resumptive pronoun the topic expression, . . .
partly because it may be considered a more inte- In addition to this, NPs occurring in pre-verbal

grated part of the sentence (cf. Lambrecht (1994)).'00_3_'tIon were anqotated for Whe”‘e_’ they were rep-
etitions of a left-dislocated elemenidis). Example

(6)  minfar hamsa jegsjeeldent (8) further exemplifies the three position-related fea-
my fatherhim sawl seldom tures

The intersubjectivity of the topic expression an- . . o
. . . .(8) minfar  [4gis +pre NAM]SA  [+post j€g] Sjeeldent
notation was tested in two ways. First, all the topic my father] +igis +pre NiM] SAW[+post I seldom
expression annotations of the two coders were com- _ _
pared. This showed that topic expressions can be an-All three features can be annotated highly reliably
notated reasonably reliably. & 0.70 (see table 1)). (pre: c1=142, 2= 142, C1+2 = 142, = 1.00 post: C1=88, C2 =83,
Second, to make sure that this intersubjectivity waS-2 = 88es: =100 Idis: C1=2,€2=2, C142 = 25145 = 1.00).
not just a product of mutual influence between the Marked NP-fronting. This group contains NPs
two authors, a third, independent coder annotatedfonted in marked constructions such as the pas-
small, random sample of the data for topic expresivé (pas), clefts (le), Danish ‘sentence intertwin-
sions (50 NPs). Comparing this to the annotation di'9’ (dsi), and XVS-constructionsc(s).

the two main coders confirmed reasonable reliability NPs fronted as subjects of passive utterances were
(k=0.70). annotated aspas.

9) [+pas jeg] skal barevejes
3.2 Surface features [+Zas | shalljust be.weighed
After annotating the topics and topic expressions, 16 A cleft iruction is defined |
grammatical, morphological, and prosodic features clelt construction IS defined as a compiex con-

were annotated. First the smaller corpus was annSEruft't_on C?nS'St'?]g O(]; Z%Op::]la mb"’_‘”"t‘ c}!a:ase W'tth
tated by the two main coders in collaboration in ord relalive clause headed by he object of In€ matfix
lause. The object of the matrix clause is also an

der to establish annotating policies in unclear cases.

Then the features were annotated individually by th%LgurTe;tgr ?djunr(';t (:‘ft:]h?, relﬁfuvhe clause rir(?[dlcate.
two coders in the larger corpus. € clelted elemerdet that, which we annotate as

: , +cle, leaves an ‘empty slotg, in the relative clause,
Grammatical roles. Each NP was categorized as Pty 6

. . . . : : as shown in example (10):
grammatical subjectskj), object pbj), or oblique ple (10)
(obl). These features can be annotated reliaddlyd:  (10)  deterjo ikke [+cc det;] du skal tabe dig
(number ofsbj’s identified by Coder 1) = 208, C2l§j’s identified by Coder 2) = it is after allnot [.c. that] youshalllose weight
207, C1+2 (Coder 1 and 2 overlap) = 26Z,; = 1.00 obj: C1 =110, C2 = 109, af e somsadan
frome; as such

C1+2 = 106 450p; = 0.97 0bl: C1 =30, C2 =50, C1+2 = 2%y = 0.83).

Morphological and phonological features.NPs Danish sentence intertwining can be defined as
were annotated for pronominalisatioprd), defi- a special case of extraction where a non-WH con-
niteness def), and main stressir). (Note that the stituent of a subordinate clause occurs in the first
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position of the matrix clause. As in cleft construc-ably (int: c1 =55, c2 = 55, C1+2 = 555, = 1.00 sub: C1 =117, C2 =
tions, an ‘empty slot’ is left behind in the subordi-111, c1+2 = 107k, = 0.93 epi: C1 =38, C2 =45, C1+2 = 3%, = 0.92).
nate clause. NPs in the fronted position were anno- o
tated as dsi: 3.3 Decision trees
A1) L det;] tror jegikke detgor e In the third stage of our investigation, a decis'ion tree
[+ds that] think| not it doese; (DT) generator was used to extract correlations be-
o _ , tween topic expressions and surface features. Three
The >_<VS construcﬂ_on IS dgﬂned as a S'_mpl(_adifferent data sets were used to train and test the
declarative sentence with anything but the subject BTs. all based on the larger dialog.

tr;le prec;/erbal pl()) SIII%'/O:H Sm? o?ly one cofr;sﬂ:::er;f[ 'S Two of these data sets were derived from the com-
a'lowed preverbally, the subject occurs arter the Ti- plete set of NPs annotated by each main coder in-
nite verb. In example (12), the finite verb is an auxil-

. . .. ] dividually. These two data sets will be referred to
iary, and the canonical position of the object after thBeIOW as the ‘Coder 1’ and ‘Coder 2’ data sets
main verb is indicated with the ‘empty slot’ marker '

Th bal el tin XVS fructi . The third data set was obtained by including only
& € preverbal element in ~ConsIruclions 1ps annotated identically by both main coders in
annotated asxws.

relevant feature’s This data set represents a higher

(12) [+xvs det;] har jegaltsahafte; for degree of intersubjectivity, especially in the topic ex-
[+xvs that] havel  truly hade; before pression category, but at the cost of a smaller number

Al four features can be annotated highly reliablyof NPs. 63 out of a total of 449 NPs had to be ex-
(pas: C1=1,C2 =1, C1+2 = s, = 1.00 cle: CL =4, c2= 4, c1+2=4, Cluded because of inter-coder disagreement, 50 due
k. =1.00dsi C1=3,C2=3, Cl+2 = 34, = 1.00 xvs: C1 =18, c2 =1, L0 disagreement on the topic expression category.

C1+2 = 1800 = 1.00). This data set will be referred to below as the ‘In-

Sentence type and subordinationEach NP was tersection’ data set.
annotated with respect to whether or not it appeared A DT was generated for each of these three data
in an interrogative sentenceq-() or a subordinate Sets, and each DT was tested using 10-fold cross val-
clause §ub), and finally, all NPs were coded as toidation, yielding the success rates reported below.
whether they occurred in an epistemic matrix clause
or in a clause subordinated to an epistemic matr&

clause €pi). An epistemic matrix clause is definedoyr results were on the one hand a subset of the
as a matrix clause whose function it is to evaluatgsatyres examined that correlated with topic expres-
the truth of its subordinate clause (such ashink  gjons, and on the other the discovery of the impor-
+-."). The following example illustrates how we an-tance of different types of subordination. These re-
notated both NPs in the epistemic matrix clause angl,its are presented in turn.

NPs in its immediate subordinate clause agi;tut

not NPs in further subordinated clauses. Thei+ 4.1 Topic-indicating features

feature requires a +éub feature in order to deter- The optimal classification of topic expressions in-

mine whether the NP in question is in the epistemig|,ded a subset of important features which ap-
matrix clause or subordinated under it. Subordingseared in every DT, i.e. pro, +def, +pre, and sub.

tion is shown here using parentheses. Several other features occurred in some of the DTs,
(13)  [repijegltror mere ([+episub detlerfordi  (at i.e. dsi, int, andepi. The performance of all the DTs

[+epi I thinkrather([+epi+sub it] is becauséthat s summarized in table 2 below.
[ +sub Man]spisema | s, dummetidspunkterjk’)) _
[+sub You] eat  at [4syp Stupid times] right)) 3 “Relevant features” were determined in the following way:
A DT was generated using a data set consisting only of NPs
All features in this group can be annotated reliannotated identically by the two coders in all the features, i.e.
- the 16 surface features as well as the topic expression feature.
2 Only one constituent is allowed in thetrasententialpre-  The features constituting this DT, i.pro, def, sub, andpre, as
verbal position. Left-dislocated elements are not consideregell as the topic expression category, were relevant features for
part of the sentence proper, and thus do not count as preverltiaé third data set, which consisted only of NPs coded identically
elements, cf. Lambrecht (1994). by the two coders in these 5 features.

Results
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The DT for the Coder 1 data set contains the feg-__Dataset | Coder1] Coder2] Intersect.|] Human
def ds. sub. and According to thi TotalNPs | 449 449 386 449
turesdef, pro, dsi, sub, andpre. According to this | ~syccess rate 84% | 85% 59% 59%
classification, a definite pronoun in the fronted poi Precision 0.77 0.74 0.79 0.79
sition of a Danish sentence intertwining construcy __Recall 0.53 0.61 0.67 0.77
F.-score | 063 0.67 0.72 0.78

tion is a topic expression, and other than that, de

inite pronouns in the preverbal position of non- »
ble 2: Success rates, Precision, Recall, &dscores for

subordinate 9Iau§es are t_OpIC expressions. The 1 inree different data sets. For comparison, we added success
fold cross validation test yields an 84% success rateate and, analogs for human performance.

F,-score: 0.63.

The Coder 2 DT contains the featurp®, def,
sub, pre, int, andepi. Here, if a definite pronoun
occurs in a subordinate clause it is not a topic exVe found that syntactic subordination does not have
pression, and otherwise it is a topic expression if i@n invariant function as far as information structure
occurs in the preverbal position. If it does not ocis concerned. The emphasized NPs in the following
cur in preverbal position, but in a question, it is als@xamples are definite pronouns in preverbal position
a topic expression unless it occurs in an epistemif syntactically non-subordinate clauses. But none
matrix clause. Success rate: 85F-score: 0.67.  Of them are perceived as topic expressions.

Finally, the Intersection DT contains the feature$;4y & detkan godtvaereat hvismanhar... tabtnoget
pro, def, sub, and pre. According to this DT, soit maywell be thatif you have...lostsome
only definite pronouns in preverbal position in non- merei lgbet afugen ik’
subordinate clauses are topic expressions. The DT moreduring - the.weekight
has a high success rate of 89% in the cross valit5) jegtror mere deterfordi at manspisema
dation test — which is not surprising, given that a | thinkratherit s becausehatyou eat  at
large number of possibly difficult cases have been ggjrg{ge::gffsunkte"ﬁght
removed (mainly the 50 NPs where the two coders

disagreed on the annotation of topic expressions). The reason seems to be that these NPs occur in
F.-score: 0.72. epistemic matrix clauses €pi).

Since there is no gold standard for annotating The following utterances have not been annotated
topic expressions, the best evaluation of the humdar the +epi feature, since the matrix clauses do not
performance is in terms of the amount of agreemeﬁﬁem to state the speaker’s attitude towards the truth
between the two coders. Success ratefnahalogs ©f the subordinate clause. However, the emphasized
for human performance were therefore computed &Ps seem to stand in a very similar relation to the

follows, using the figures displayed in table 1. message being conveyed, and none of them were
perceived as topic expressions.

4.2 Interpersonal subordination

Coder 2 Total . )
Topic | Non-topic (16) menaltsa jeg har barebemeerkett at det
Coder 1 Topic 88 27 115 but you knowl havejust noticed thatthatit
Non-topic | 23 311 334 er blevet veerreik’
Total 111 338 449 hasbecomeworseright

17) og det kanmanda sigepatre uger det er
Table 1:The topic annotation of Coder 1 and Coder 2. andthatcanyou thoughsay in threeweeksthatis

da ikkevildt meget

Success rate analogThe agreement percentage surelynot wildly much

between the human coders when annotating topic This suggests that a more general type of matrix
expressions NI 2 N, 100 = 89%). clause than the epistemic matrix clause, namely the
F1 analog The performance of Coder 1 eval-interpersonal matrix claus@lensen, 2003) would be
uated against the performance of Coder 2 (“Prectelevant in this context. This category would cover
sion”: 2~ =0.77; “Recall”: 888f23 =0.79; F1"  all of the above cases. It is defined as a matrix

88+27

2 x gHX0-I5 = 0.78). clause that expresses some attitude towards the mes-
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sage conveyed in its subordinate clause. This moreinary model of centering in dialog. Technical report,
general category presumably signals non-topicality The University of Rochester.

rather than tOPiC_a”tY just like the special case Ojjice pavison. 1984. Syntactic markedness and the def-
epistemic subordination. inition of sentence topicLanguage 60(4).

Elisabeth Engdahl and Enric Vallduv1996. Informa-
tion packaging in HPSGEdinburgh working papers
in cognitive science: Studies in HPS2:1-31.

5 Summary and future work

We have shown that it is possible to generate al-
gorithms for Danish dialog that are able to predicBarbara J. Grosz, Aravind K. Joshi, and Scott Weinstein.
the topic expressions of utterances with near-human 19|95-hCenterin]9cir a framework for mo<|1||<.aling' the lo-
rforman rates of 84— res of cal coherence of discours€omputational linguistics
86630—0 ;12)ce (success rates of 84—88%6scores 0 21(2):203-225.
Furthermore, our investigation has shown thateanette K. Gundel. 1988. Universals of topic-comment
the most characteristic features of topic expres- Structure. In Michael Hammond, Edith Moravcsik,

. o - and Jessica Wirth, editorStudies in syntactic typol-
sions are preverbal position fre), definiteness ogy, volume 17 ofStudies in syntactic typologgages

(+def), pronominal realisation @ro), and non-  209-239. John Benjamins Publishing Company, Ams-
subordination (sub). This supports the traditional terdam/Philadelphia.
view of t(?plc as t.he c?onst|tuen.t|n prevgrbal pOSItI_OnPeter Harder and Signe Poulsen. 2000. Editing for
Most interesting is subordination in connection speaking: first position, foregrounding and object
with certain matrix clauses. We discovered that NPs fronting in Danish and English. In Elisabeth Engberg-
in epistemic matrix clauses were seldom topics. In Pedersen and Peter Harder, editthspicitet og struk-
complex constructions like these the topic expres- té‘cr) gﬁﬁ:seﬁ‘zz' Netveerk for funktionel lingvistik,
sion occurs in the subordinate clause, not the ma- P gen.
trix clause as would be expected. We suspect thagsper Hermann. 1997. Dialogiske féedser og deres
this can be extended to the more general category ofdrundlag. In Peter Widell and Mette Kunge, editors,
inter-personal matrix clauses. 2‘23"5 Mdfjgg Au?gar;knmgen af dansk sppages 117~
Future work on dialog coherence in Danish, par- =~ ' '
ticularly pronoun resolution, may benefit from our. Anne Jensen. 200lause Linkage in Spoken Dan-
results. The centering model, originally formulated gg'p;:‘ﬁggé?fs's from the University of Copenhagen,
by Grosz et al. (1995), models discourse coherence
in terms of a ‘local center of attention’, viz. the Knud Lambrecht. _1994Information structure and sen-
backward-looking centelC;. Insofar as the&S; cor- tence form: topic, focus and the mental representa-
responds to a notion like topic, the corpus-based in- E?Q;Ofcglri%%rgee referents Cambridge University
vestigation reported here might serve as the empiri- ’ '
cal basis for an adaptation for Danish dialog of thé_a%;:?s?éngfagéntéggsio;:;%?ggr?gftse O'T‘BS tlérégll#\icsj;[;::é an
centering model. Attempts have already been made, . 7>~ "=~ = _
to adapt centering to dialog (Byron and Stent, 1998), University Linguistics Clubpages 1-38.
and, importantly, work has also been done on adaqd%’li;:nhael Strubedqnd U?;Sﬂ?g?-c gﬁgrge-niléf}ﬁﬁiﬁ?ﬂ rﬁgtril(t;r-
; ‘ g — grounding re
:gggtgzg(;esnstﬁgs gasm(ggrerL;(:l (();Tgbér:re]; Vlillzrhdn f){gz;).structure.ComputationaI linguistics25(3):309-344.
Ole Togeby. 2003.Fungerer denne saetning? — Funk-
tionel dansk sprogleereGads forlag, Copenhagen.
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