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Adapting a system of this nature to a different col-
lection or language requires a lot of human effort,

Abstract

In this work we present a method for
Named Entity Recognition (NER). Our
method does not rely on complex linguis-

involving tasks such as rewriting the grammars, ac-
quiring new dictionaries, searching trigger words,
and so on. Even if one has the human resources and

the time needed for the adaptation process, there are
languages that lack the linguistic resources needed,
for instance, dictionaries are available in electronic
form for only a handful of languages. We believe
that, by using machine learning techniques, we can
adapt an existing hand coded system to different do-
mains and languages with little human effort.

tic resources, and apart from a hand coded
system, we do not use any language-
dependent tools. The only information
we use is automatically extracted from the
documents, without human intervention.
Moreover, the method performs well even
without the use of the hand coded system.
The experimental results are very encour-
aging. Our approach even outperformed
the hand coded system on NER in Span-
ish, and it achieved high accuracies in Por-
tuguese.

Our goal is to present a method that will facilitate
the task of increasing the coverage of named entity
extractor systems. In this setting, we assume that
we have available an NE extractor system for Span-
ish, and we want to adapt it so that it can perform
NER accurately in documents from a different lan-
guage, namely Portuguese. Itis important to empha-
_ N _size here that we try to avoid the use of complex and
Given the usefulness of Named Entities (NES) iostly linguistic tools or techniques, besides the ex-
many natural language processing tasks, there hagng NER system, given the language restrictions
been a lot of work aimed at developing accurat@ney pose. Although, we do need a corpus of the
named entity extractors (Borthwick, 1999; Velardi eEarget language. However, we consider the task of
al., 2001; Aevalo et al., 2002; Zhou and Su, 2002y4thering a corpus much easier and faster than that
Florian, 2002; Zhang and Johnson, 2003). Most aps developing linguistic tools such as parsers, part-

proaches however, have very low portability, thelbf-speech taggers, grammars and the like.
are designed to perform well over a particular collec-

tion or type of document, and their accuracies will In the next section we present some recent work
drop considerably when used in different domaingelated to NER. Section 3 describes the data sets
The reason for this is that many NE extractor sysdsed in our experiments. Section 4 introduces our
tems rely heavily on complex linguistic resourcesapproach to NER, and we conclude in Section 5 giv-

which are typically hand coded, for example reguing a brief discussion of our findings and proposing

lar expressions, grammars, gazetteers and the likesearch lines for future work.

1 Introduction
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2 Related Work the first two kinds of NEs (A@valo et al., 2002). The

method is a sequence of processes that uses simple

There has been a lot of work on NER, and there is gibutes combined with external information pro-
remarkable trend towards the use of machine leargigjeq by gazetteers and lists of trigger words. A

ing algorithms. Hidden Markov Models (HMM) are context free grammar, manually coded, is used for
a common choice in this setting. For instance, Zhol‘écognizing syntactic patterns.

and Su trained HMM with a set of attributes combin-

ing internal features such as gazetteer information, pata sets

and external features such as the context of other

NEs already recognized (Zhou and Su, 2002). (Bikeh this paper we report results of experimenting with
etal., 1997) and (Bikel et al., 1999) are other examtwo data sets. The corpus in Spanish is that used
ples of the use of HMMs. in the CoNLL 2002 competitions for the NE extrac-

Previous methods for increasing the coveragion task. This corpus is divided into three sets: a
of hand coded systems include that of Borthwick{raining set consisting of 20,308 NEs and two differ-
he used a maximum entropy approach where hent sets for testingestawhich has 4,634 NEs and
combined the output of three hand coded systentestbwith 3,948 NEs, the former was designated to
with dictionaries and other orthographic informatiortune the parameters of the classifiers (development
(Borthwick, 1999). He also adapted his system tset), whiletestbwas designated to compare the re-
perform NER in Japanese achieving impressive results of the competitors. We performed experiments
sults. with testaonly.

Spanish resources for NER have been used pre-For evaluating NER on Portuguese we used the
viously to perform NER on a different language.corpus provided by “HAREM: Evaluation contest
Carreras et al. presented results of a NER systeom named entity recognition for Portuguese”. This
for Catalan using Spanish resources (Carreras et algrpus contains newspaper articles and consists of
2003a). They explored several methods for build8,551 words with 648 NEs.
ing NER for Catalan. Their best results are achieved
using cross-linguistic features. In this method thd Two-step Named Entity Recognition
NER system is trained on mixed corpora and per-
forms reasonably well on both languages. Our worfour approach to NER consists in dividing the prob-
follows Carreras et al. approach, but differs in thalem into two subproblems that are addressed sequen-
we apply directly the NER system for Spanish tdially. We first solve the problem of determining
Portuguese and train a classifier using the output af@undaries of named entities, we called this process
the real classes. Named Entity Delimitation (NED). Once we have

In (Petasis et al., 2000) a new method for automafiétermined which words belong to named entities,
ing the task of extending a proper noun dictionary i€ then get to the task of classifying the named en-
presented. The method combines two learning aHI'eS into ce_ttegorles_, _thls_ process is what We_called
proaches: an inductive decision-tree classifier arifamed Entity Classification (NEC). We explain the
unsupervised probabilistic learning of syntactic andV0 Procedures in the following subsections.
semantic context. The attributes selected for the ex-
periments include POS tags as well as morphologf'l'
cal information whenever available. We used the BIO scheme for delimiting named enti-

One work focused on NE recognition for Spandies. In this approach each word in the text is labeled
ish is based on discriminating among different kindsvith one out of three possible classes: Theag is
of named entities: core NEs, which contain a trigassigned to words believed to be the beginning of a
ger word as nucleus, syntactically simple wealE, the tag is for words that belong to an entity
NEs, formed by single noun phrases, and syntactbut that are not at the beginning, and the O tag is for
cally complex named entities, comprised of complexll words that do not satisfy any of the previous two
noun phrases. Awalo and colleagues focused orconditions.

Named Entity Delimitation
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Table 1: An example of the attributes used in the" hand-coded grammars, lists of trigger words and

learning setting for NER in Spanish. The fragmen‘fg‘ﬁ’llzetteetr mic;rm?:]lon. thod d t verf bi
presented in the tabléEl Ej ército Mexicano puso h contrast o oIher methods we do not pertorm bi-

en marcha el Plan DN-III” translates as “The Mex- nary classifications, as (Carreras et al., 2003b), thus
ican Army launched the IE)N-III plan” we do not build specialized classifiers for each of the

tags. Our classifier learns to discriminate among the

Internal Features External Features .
Word | Caps | Posifion | POS fag| BIO fag | Class threg classes and assigns labels to all the words, pro
El 3 1 DA 0O 0 cessing them sequentially. In Table 1 we present an
Ejercito | 2 2 NC B B example taken from the data used in the experiments
Mexicano 2 3 NC | | .
DUso 5 4 VM o o where mter_nal and external features are extracted for
en 2 5 Sp o) o) each word in a sentence.
marcha 2 6 NC (@] (@]
el 3 7 DA O O 4.1.1 Experimental Results
Plan 2 8 NC B B
DN-III 3 9 NC | | For all results reported here we show the overall

average of several runs of 10-fold cross-validation.
We used common measures from information re-
. . _trieval: precision, recall andi; and we present re-
In our approach, NED is tackled as a learnin precisio ! b L

) ults from individual classes as we believe it is im-
task. The features used as attributes are automati-

cally extracted from the documents and are used Poortant in a leaming setting such as this, where

. . . : early 90% of the instances belong to one class.
train a machine learning algorithm. We used a mod- Table 2 bresent mparative result ing th
ified version of C4.5 algorithm (Quinlan, 1993) im- able < presents comparative TESUlLs using the

plemented within the WEKA environment (Witten Spanish corpus. We show four different sets of re-
and Frank, 1999). sults, the first ones are from the hand coded sys-

. tem, they are labeleNER system for Spanisfihen
For gach word we combl.ned two t_ypes of _feaWe present results of training a classifier with only
tures: internal and external; we consider as INtfhe internal features described above, these results

nal features the word itself, orthographic informag, o |apelednternal features In a third experiment

tion and the position in the sentence. The externgly yained the classifier using only the output of the
features are provided by the hand coded NER syste(Er system, these are under colufxternal fea-
for Spanish, these are j[he Part-of-Speech tag and tthu‘?es Finally, the results of our system are presented
BIO tag. Then, the attributes for a given wardare i, o1umn labeleddur method We can see that even
extracted using a window of five words anchored "?hough the NER system performs very well by it-
the wordw, each word described by the internal ande ¢ by training the C4.5 algorithm on its outputs we
external features mentioned previously. improve performance in all the cases, with the ex-
Within the orthographic information we considerception of precision for class B. Given that the hand
6 possible states of a word. A value of 1 in this atcoded system was built for this collection, it is very
tribute means that the letters in the word are all Ca@ncouraging to see our method outperforming this
italized. A value of 2 means the opposite: all lettergystem. In Table 3 we show results of applying our
are lower case. The value 3 is for words that have th@ethod to the Portuguese corpus. In this case the
initial letter capitalized. 4 means the word has digi-mprovements are much more impressive, particu-
its, 5 is for punctuation marks and 6 refers to markgrly for class B, in all the cases the best results are
representing the beginning and end of sentences. pbtained from our technique. This was expected as
The hand coded system used in this work was deve are using a system developed for a different lan-
veloped by the TALP research center (Carreras amgliage. But we can see that our method yields very
Padb, 2002). They have developed a set of NLP ancompetitive results for Portuguese, and although by
alyzers for Spanish, English and Catalan that includgsing only the internal features we can outperform
practical tools such as POS taggers, semantic arthe hand coded system, by combining the informa-
lyzers and NE extractors. This NER system is basdtbn using our method we can increase accuracies.
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Table 2: Comparison of results for Spanish NE delimitation
NER system for Spanish Internal features External features Our method
Class P R Ey P R Fi P R Fi P R F
B 92.8 89.3 917 | 87.1 893 882 939 915 927 935 929 932
| 84.3 85.2 84.7 | 895 771 829 87.8 87.8 857 906 87.4 89.0
O 98.6 98.9 98.8 | 98.1 989 985/ 987 99 989 989 99.2 99.1
overall | 91.9 91.1 917 | 915 884 89.8 934 927 924 943 93.1 937

Table 3: Experimental results for NE delimitation in Portuguese
NER system for Spanish Internal features External features Our method
Class P R Ey P R Fi P R Fi P R F
B 60.0 68.8 64.1 | 824 858 84.1 759 810 784 821 87.8 849
| 64.5 733 686 | 80.1 76.8 78.4 73.8 703 72.0/ 809 77.8 79.3
O 97.2 955 96.4 | 98.7 985 986 98.1 97.7 979 988 984 98.6
overall | 73.9 79.2 763 | 87.0 87.0 87.0 826 830 827 872 880 87.6

From the results presented above, it is clear théik of each word. Then, for each instance word we
the method can perform NED in Spanish and Poonsider its suffix, with a maximum size of 5 char-
tuguese with very high accuracy. Another insighacters.
suggested by these results is that in order to perform Another important difference between this clas-
NED in Portuguese we do not need an existing NEBIfication task and NED relies in the set of target
system for Spanish, the internal features performeghlues. For the Spanish corpus the possible class
well by themselves, but if we have one availableyalues are the same as those used in CoNLL-2002
we can use the information provided by it to buildcompetition taskperson organizationlocationand

a more accurate NED method. miscellaneousHowever, for the Portuguese corpus
we have 10 possible classggerson object quan-
4.2 Named Entity Classification tity, evenf organization artifact, location date ab-

A tioned ousl build NE ¢l . stractionandmiscellaneousThus the task of adapt-
S mentioned previously, we bulld our CaSSI'ing the system for Spanish to perform NEC in Por-

fiers using the output of a hand coded system. Olt'ﬂguese is much more complex than that of NED

assumption is that by using machine learning a‘Igog'iven that the Spanish system only discerns the four

rithms we can improve performance of NE eXIACNE classes defined on the CONLL-2002. Regardless

_tors W'thO.Ut acon3|_derable eff‘_’r_t’ as opposed to th%ﬁ‘ this, we believe that the learner will be capable
mvolved n extending or rewriting grammars andof achieving good accuracies by using the other at-
lists of trigger wqrds a_nd gazettee_rs. Another_ aributes in the learning task.
sumption underlying this approach is that of believ-
ing that the misclassifications of the hand coded sy4-2.1 Experimental Results
tem for Spanish will not affect the learner. We be- Similarly to the NED case we trained C4.5 clas-
lieve that by having available the correct NE classesifiers for the NEC task, results are presented in Ta-
in the training corpus, the learner will be capable obles 4 and 5. Again, we perform comparisons be-
generalizing error patterns that will be used to agween the hand coded system and the use of different
sign the correct NE. If this assumption holds, learnsubsets of attributes. For the case of Spanish NEC,
ing from other's mistakes, the learner will end upye can see in Table 4, that our method using internal
outperforming the hand coded system. and external features presents the best results. The
In order to build a training set for the learner, eaclimprovements are impressive, specially for the NE
instance is described with the same attributes as folassMiscellaneousvhere the hand coded system
the NED task described in section 4.1, with the addiachieved an F measure below 1 while our system
tion of a new attribute. Since NEC is a more difficultachieved an F measure of 56.7. In the case of NEC
task, we consider useful adding as attribute the suifh Portuguese the results are very encouraging. The
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Table 4: NEC performance on the Spanish development set
NER system for Spanish Internal features External features Our method
Class P R Ey P R Fi P R Fi P R F
Per | 847 932 88.2 [ 940 629 753 883 931 90.6/ 88.2 954 917
Org 78.7 88.7 829 | 61.7 90.0 7320 77.7 919 84.2 834 89.0 86.1
Loc 78.7 76.2 769 | 784 651 71.2/ 80.3 80.3 80.3 820 825 822
Misc | 24.9 .004 .008 | 75,5 42,0 54.0 529 234 335 71.6 469 56.7
overall | 66.7 64.5 62.0 | 774 650 684 748 721 721|813 784 79.1

hand coded system performed poorly but by traininghatically extracted from the documents, without hu-
a C4.5 algorithm results are improved considerablynan intervention. Yet, the results presented here are
even for the classes that the hand coded system wasy encouraging. We were able to achieve good ac-
not capable of recognizing. As expected, the extecuracies for NEC in Portuguese, where we needed to
nal features did not solve the NEC by themselves buatassify NEs into 10 possible classes, by exploiting
contribute for improving the performance. This, andh hand-coded system for Spanish targeted to only 4
the results from using only internal features, suggestasses. This achievement gives evidence of the flex-
that we do not need complex linguistic resources iibility of our method. Additionally we outperform
order to achieve good results. Additionally, we carthe hand coded system on NER in Spanish. Thus,
see that for some cases the classifiers were not aloler method has shown to be robust and easy to port
of performing an accurate classification, as in th& other languages. The only requirement for using
case of classesbjectandmiscellaneousThis may our method is a tokenizer for languages that do not
be due to a poor representation of the classes in teeparate words with white spaces, the rest can be
training set, for instance the clagbjecthas only 4 used pretty straightforward.
instances. We believe that if we have more instancesWe are interested in exploring the use of this
available the learners will improve these results. method to perform NER in English, we would like

. to determine to what extent our system is capable
5 Conclusions of achieving competitive results without the use of

Named entities have a wide usage in natural lafi@nguage dependent resources, such as dictionaries

guage processing tasks. For instance, it has beBRd Iists_ of WOI’d_S. Another research direction is the
shown that indexing NEs within documents can helgdaptation of this method to cross language NER.
increase precision of information retrieval system¥/e are very interested in exploring if, by training

(Mihalcea and Moldovan, 2001). Other application@ classifier with mixed language corpora, we can
of NEs are in Question Answering (Mann, zoozperform NER in more than one language simulta-
Perez-Coufiio et al., 2004) and Machine Translatior'€0USIY-

(Babych and Hartley, 2003). Thus it is important to
have accurate NER systems, but these systems m
be easy to port and robust, given the great variety o

documents and languages for which it is desirable f§ontse Aevalo, Xavier Carreras, Lia Marquez, Toni
have these tools available Marti, Lluis Pado, and Maria Jas Simon. 2002.

. A proposal for wide-coverage Spanish named en-
In this work we have presented a method for per- tity recognition. Sociedad Esgiola para el Proce-

forming named entity recognition. The method uses samiento del Lenguaje NaturgP8):63—-80, May.
a hand qoded system an_d a set Of. lexical qnd Olgogdan Babych and Anthony Hartley. 2003. Improv-
thographic features to train a machine leaming al- jng machine translation quality with automatic named
gorithm. Apart from the hand coded system our entity recognition. InProceedings of the EACL 2003

method does not require any language dependentWorkshop on MT and Other Language Technology
features, we do not make use of lists of trigger 10°IS Pages 1-8.

words, neither we use any gazetteer informatiorbaniel M. Bikel, Scott Miller, Richard Schwartz, and

The only information used in this approach is auto- Ralph Weischedel. 1997. Nymble: a high perfor-

ferences
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Table 5: NEC performance on the Portuguese set

NER system for Spanish Internal features External features Our method
Class P R Fi P R Fi P R Fi P R Fi
PessodPerson) 348 725 46.6 | 49.1 920 64.0| 469 646 544 455 0911 60.7
Coisa(Object) 0 0 0 0 0 0 0 0 0 0 0 0
Valor (Quantity) 0 0 0 821 47.1 59.8 746 69.1 71.8/77.6 765 77.0
AcontecimentdEvent) 0 0 0 33.3 214 26.1] 143 7.1 9.5| 50.0 214 30.0
Organizago (Organization)| 41.4 38.4 39.3 | 70.7 56.9 63.1| 457 56.9 50.7 79.3 49.2 60.8
Obra (Artifact) 0 0 0 766 643 699|294 89 13.7| 744 571 646
Local (Location) 525 16.5 248 | 726 326 450 43.6 38,5 409 674 321 435
Tempo(Date) 0 0 0 740 86.6 79.8/ 855 839 84.7/87.0 839 855
Abstrac@o (Abstraction) 0 0 0 82.1 418 554|222 36 6.3 79.3 41.8 548
Variado (Miscellaneous) 0 0 0 1 154 26.7| O 0 0 1 154 26.7
overall 12.8 12.7 11.0 54.1 458 489 36.2 332 332/ 56.1 46.8 50.3
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