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Abstract In this paper, we present a hybrid model that com-
bines the strengths of a rule-based model with those
of two statistical models for this task. The three
models make use of different sources of information.
The rule-based model is sensitive to the type, length,
and internal structure of unknown words, with over-
generation controlled by additional constraints. The
two statistical models make use of contextual infor-
mation and the likelihood for a character to appear in
a particular position of words of a particular length
and POS category respectively. The hybrid model
achieves a precision of 89%, a significant improve-
ment over the best result reported in previous stud-
ies, which was 69%.

This paper describes a hybrid model that
combines a rule-based model with two
statistical models for the task of POS
guessing of Chinese unknown words. The
rule-based model is sensitive to the type,
length, and internal structure of unknown
words, and the two statistical models uti-
lize contextual information and the like-

lihood for a character to appear in a par-
ticular position of words of a particular

length and POS category. By combining
models that use different sources of infor-
mation, the hybrid model achieves a pre-
cision of 89%, a significant improvement 2 Chinese Unknown Words

over the best result reported in previous o _ _
studies, which was 69%. The definition of what constitutes a word is prob-

lematic for Chinese, as Chinese does not have word
delimiters and the boundary between compounds
and phrases or collocations is fuzzy. Consequently,
Unknown words constitute a major source of diffi-different NLP tasks adopt different segmentation
culty for Chinese part-of-speech (POS) tagging, yetchemes (Sproat, 2002). With respect to any Chi-
relatively little work has been done on POS guessiese corpus or NLP system, therefore, unknown
ing of Chinese unknown words. The few existingivords can be defined as character strings that are
studies all attempted to develop a unified statisticalot in the lexicon but should be identified as seg-
model to compute the probability of a word hav-mentation units based on the segmentation scheme.
ing a particular POS category for all Chinese un€hen and Bai (1998) categorized Chinese unknown
known words (Chen et al.,, 1997; Wu and Jiangwords into the following five types: 1) acronyms,
2000; Goh, 2003). This approach tends to misse., shortened forms of long names, ehlgi-da for

one or more pieces of information contributed byb&ijing-caxwé ‘Beijing University’; 2) proper names,
the type, length, internal structure, or context of inincluding person, place, and organization names,
dividual unknown words, and fails to combine thee.g.,Mao0-Zedong 3) derived words, which are cre-
strengths of different models. The rule-based amted through affixation, e.gxjandai-hua ‘modern-
proach was rejected with the claim that rules aree’; 4) compounds, which are created through com-
bound to overgenerate (Wu and Jiang, 2000). pounding, e.g.zh-laohl ‘paper tiger’; and 5) nu-
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meric type compounds, including numbers, datesyords if the training corpus is small. Goh (2003) re-
time, etc., e.g.liang-dan ‘two o’clock’. Other ported a precision of 59.58% on all unknown words
types of unknown words exist, such as loan wordssing Support Vector Machines.
and reduplicated words. A monosyllabic or disyl- Several reasons were suggested for rejecting the
labic Chinese word can reduplicate in various patule-based approach. First, Chen et al. (1997)
terns, e.g.,z0u-Du ‘take a walk’ andpiao-piao- claimed that it does not work because the syntac-
liang-liang‘very pretty’ are formed by reduplicating tic and semantic information for each character or
z6u ‘walk’ and piao-liang ‘pretty’ respectively. morpheme is unavailable. This claim does not fully
The identification of acronyms, proper nameshold, as the POS information about the component
and numeric type compounds is a separate task thabrds or morphemes of many unknown words is
has received substantial attention. Once a charaavailable in the training lexicon. Second, Wu and
ter string is identified as one of these, its POS catdiang (2000) argued that assigning POS to Chinese
gory also becomes known. We will therefore focusinknown words on the basis of the internal struc-
on reduplicated and derived words and compoundsre of those words will “result in massive over-
only. We will consider unknown words of the cat-generation” (p. 48). We will show that overgener-
egories of noun, verb, and adjective, as most umtion can be controlled by additional constraints.
known words fall under these categories (Chen and
Bai, 1998). Finally, monosyllabic words will not be4 Proposed Approach

considered as they are well covered by the lexicon. _ _
We propose a hybrid model that combines the

strengths of different models to arrive at better re-
sults for this task. The models we will consider are

Previous studies all attempted to develop a ung rule-based model, the trigram model, and the sta-
fied statistical model for this task. Chen et altistical model developed by Wu and Jiang (2000).

(1997) examined all unknown nounsverbs, and Combination of the three models will be based on

adjectives and reported a 69.13% precision usirigge evaluation of their individual performances on

Dice metrics to measure the affix-category associ#he training data.

tion strength and an affix-dependent entropy weight-

ing scheme for determining the weightings be4-1 The Rule-Based Model

tween prefix-category and suffix-category associarhe motivations for developing a set of rules for this
tions. This approach is blind to the type, length, anghsk are twofold. First, the rule-based approach was
context of unknown words. Wu and Jiang (2000}ismissed without testing in previous studies. How-
calculatedP(Cat,Pos,Lenjor each character, where eyer, hybrid models that combine rule-based and sta-
Catis the POS of a word containing the charactetjstical models outperform purely statistical models
Posis the position of the character in that word, andn many NLP tasks. Second, the rule-based model
Lenis the length of that word. They then calcu-can incorporate information about the length, type,
lated the POS probabilities for each unknown wor@nd internal structure of unknown words at the same
as the joint probabilities of th&(Cat,Pos,Lenpf time.

its component characters. This approach was ap-ryle development involves knowledge of Chi-
plied to unknown nouns, verbs, and adjectives thgfese morphology and generalizations of the train-
are two to four characters lofg They did not re- jng data. Disyllabic words are harder to general-
port results on unknown word tagging, but reporte¢ye than longer words, probably because their mono-
that the new word identification and tagging meChasyIIabic component morphemes are more fluid than
nism increased parser coverage. We will show thage longer component morphemes of longer words.
this approach suffers reduced recall for multisyllabig; js interesting to see if reduction in the degree of
fluidity of its components makes a word more pre-

3 Previous Approaches

Including proper names and time nouns, which we e

X- ..
cluded for the reason discussed in section 2. dictable. We therefore develop a separate set of
2Excluding derived words and proper names. rules for words that are two, three, four, and five



Chars T1 T2 T3 T4 Total if Aequals B
2 1 2 1 2 6 if A is a verb morpheme, AB is a verb
3 2 6 2 5 15 else if Ais a noun morpheme, AB is a noun
4 2 2 0 8 12 else if A is an adjective morpheme, AB is a stative
5+ 0 1 0 1 2 adjective/adverb
Total 5 11 3 16 35 else if B equal®r, AB is a noun
else if B is a categorizing suffix AND A is not a verb
Table 1: Rule distribution morpheme, AB is a noun

else if A and B are both noun morphemes but not verb
morphemes, AB is a houn
else if A occurs verb-initially only AND B is not a houn
or more characters long. The rules developed fall morpheme AND B does not occur noun-finally only,

into the following four types: 1) reduplication rules Iseﬁ}}BBiSégc\S’;;bnoun_ﬂna” ol AND A is ot a verb
(T1), which tag reduplicated unknown words basea morpheme AND A doeys no%/occur verb-initially only,
on knowledge about the reduplication process; 2) ABisanoun

derivation rules (T2), which tag derived unknown
words based on knowledge about the affixation pro- Figure 1: Rules for disyllabic words

cess; 3) compounding rules (T3), which tag un-

known compounds based on the POS informatiog ;+ 2 noun morpheme. Thus, this rule tagmg-

of their component words; and 4) rules based OlQvater-pump industry’ as a noun, but Hoye leave-
generalizations about the training data (T4). RuIeJ%b ‘resign’. The fourth rule tags words suchsig-
may come with additional constraints to avoid OVerS(iEng ‘sand-box’ as nouns, but the constraints pre-

generation. The number of rules in each set is listegh\t verbs such asong-lkou ‘loosen-button’ from
in Table 1. The complete set of rules are developelgleing tagged as nounsSong can be both a noun
over a period of two weeks. S and a verb, but it is used as a verb in this word.
As will be shown below, the order in which the 1o |ast two rules make use of two lists of char-
rules in each set are applied is crucial for dealing.(erg extracted from the list of disyllabic words in
with ambiguous cases. To illustrate how rules worky,q {raining data, i.e., those that have only appeared
we discuss the complete set of rules for disyllabig, the verb-initial and noun-final positions respec-
words heré. These are given in Figure 1, Whereyely. This is done because in Chinese, disyllabic
A and B refer to the component morpheme of aRomnound verbs tend to be head-initial, whereas di-
unknown AB. As rules for disyllabic words tend t0 5\ japic compound nouns tend to be head-final. The
overgenerate and as we prefer precision over recgfp, ruyle tags words such aBhg-y&o ‘sting-bite’ as
for the rule-based model, most rules in this set arg,hs and the additional constraints prevent nouns
accompanied with additional constraints. such ag(-xiang‘lying-elephant’ from being tagged

In the firs_t reduplic_ation r_uIe, the order of thegg verps. The last rule tags words suchxes-
three cases is crucial in that if A can be both a verBy «snow-quilt’ as nouns, but natri-shao pick-tip

and a noun, AA is almost always a verb. The S€Chick the tips'.

ond rule tags a disyllabic unknown word formed by’ one derivation rule for trisyllabic words has a spe-
attaching the diminutive suffigr to a monosyllabic g status. Following the tagging guidelines of our

root as a noun. This may appear a hasty generglyining corpus, it tags a word ABC as verb/deverbal
ization, but examination of the data shows teat ., (v/vn) if C iis the suffidiua -ize’. Disambigua-

rarely attaches to monosyllabic verbs except for thgy, is left to the statistical models.
few well-known cases. In the third rule, a catego-
rizing suffix is one that attaches to other words t&.2 The Trigram Model

form a noun that refers to a category of people Ofhe trigram model is used because it captures the in-
objects, e.g.jia -ist. The constraint “A is not & formation about the POS context of unknown words
verb morpheme” excludes cases where B is polysgng returns a tag for each unknown word. We as-

mous and does not function as a categorizing suffiqme that the unknown POS depends on the previ-
3Multisyllabic words can have various internal structuresOUS tWO POS tags, and calculate the trigram proba-

e.g., a disyllabic noun can have a N-N, Adj-N, or V-N structurebility P(t3|t1, t2), wherets stands for the unknown
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POS, and; andt, stand for the two previous POS for each unknown word

if the trigram model returns one single guess, take it
tags. The POS tags for known words are taken from gjse if the rule-based model returns a non-vivn tag, take it

the tagged training corpus. Following Brants (2000), else if the rule-based model returns a v/vn tag

we first calculate the maximum likelihood probabil- if W&J's model returns a list of guesses
. N ) - . . eliminate non-v/vn tags on that list and return the
ities P for unigrams, bigrams, and trigrams as in rest of it

(1-3). To handle the sparse-data problem, we use else eliminate non-v/vn tags on the list returned by the

- . ) trigram model and return the rest of it
the smoothing paradigm that Brants reported as de else if W&J's model returns a list of guesses, take it

livering the best result for the TnT tagger, i.e., the else return the list of guesses returned by the trigram

context-independent variant of linear interpolation model
of unigrams, bigrams, and trigrams. A trigram prob- . _ o
ability is then calculated as in (4). Figure 2: Algorithm for combining models
R Plis) = f(t)/N M in the training data first to identify their strengths.
P(tslt2) = f(t2,t3)/ f (t2) (2)  Based on that evaluation, we come up with the al-
P(tslt1, ta) = f(t1,ta,t3)/f(t1,t2) 3 gorithm in Figure 2. For each unknown word, if the

trigram model returns exactly one POS tag, that tag
is prioritized, because in the training data, such tags
turn out to be always correct. Otherwise, the guess

As in Brants (2000)A; + A2 + A3 = 1, and the returned by the rule-based model is prioritized, fol-
values of\1, A9, and A3 are estimated by deleted lowed by Wu and Jiang’s model. If neither of them
interpolation, following Brants’ algorithm for calcu- returns a guess, the guess returned by the trigram
lating the weights for context-independent linear inmodel is accepted. This order of priority is based on
terpolation when the n-gram frequencies are knowihe precision of the individual models in the train-

) o ing data. If the rule-based model returns the “v/vn”

4.3 Wu and Jiang's (2000) Statistical Model guess, we first check which of the two tags ranks
There are several reasons for integrating another stagher in the list of guesses returned by Wu and
tistical model in the model. The rule-based model idiang’s model. If that list is empty, we then check
expected to yield high precision, as over-generatiowhich of them ranks higher in the list of guesses re-
is minimized, but it is bound to suffer low recall for turned by the trigram model.
disyllabic words. The trigram model covers all un-
known words, but its precision needs to be booste®. Results
Wu and Jiang’s (2000) model provides a good coms 1 Experiment Setup

plement for the two, because it achieves a higher

recall than the rule-based model and a higher pré!_—-he dflﬁﬁregt models are t?r']ned ang tested ?g akpor-
cision than the trigram model for disyllabic words.tlon of the Contemporary Chinese Corpus of Peking

As our training corpus is relatively small, this modelgg\éetrs'ty (;(u_(re:]gl., 2002), which ,'[S segtmentgdtgnd f
will suffer a low recall for longer words, but those agged. This Corpus Uses a lagset consisting o

are handled effectively by the rule-based model. 10 tags. We consider unknown words that are 1) tW.O
principle, other statistical models can also be used’ More chgragters long, 2) formgd through r_edupll-
but Wu and Jiang’s model appears more appealin tion, Fjerlvatlon, or cc_)mpOl_mdlng, and 3) in one
because of its relative simplicity and higher or com- th? eight categories “St?d in Table 2. The corpus
parable precision. It is used to handle disyllabic an8OnSIStS of all the news articles froReople’s Daily
trisyllabic unknown words only, as recall drops sig-!n Jan_uary, 1998. Ithas a total of 1,121,016 tokens,
nificantly for longer words. mclt_Jdlng 947,959 word tokens and 173,057 punc-
tuation marks. 90% of the data are used for train-

4.4 Combining Models ing, and the other 10% are reserved for testing. We
To determine the best way to combine the thregownloadedareference lexicorontaining 119,791
models, their individual performances are evaluated “From http://iwww.mandarintools.com/segmenter.html.

P(ts]t1,t2) = M P(t3) + AaP(ts]t2) + AsP(tslts, ta) (4)
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entries. A word is considered unknown if it is in thethan that of the rule-based model. Precision for di-
wordlist extracted from the training or test data busyllabic words reaches mid 70%, higher than that of
is not in the reference lexicon. Given this definithe trigram model. Precision for trisyllabic words is

tion, we first train and evaluate the individual mod-very high, but recall is low.

els on the training data and then evaluate the final

combined model on the test data. The distribution Charzs Trai'ﬁf‘ntg 24R05 96P94 38':54
of unknown words is summarized in Table 3. Test| 27.66 | 96.80 | 43.03
__ 3| Training | 93.50 | 99.83 | 96.56
Tag | Description Test | 93.72 99.86 | 96.69
a | Adjective 4 | Training | 98.70 | 99.02 | 98.86
ad | Deacjectval adverb Test| 99.20 | 99.20 | 99.20
an | Deadjectival noun 5+ | Training | 99.86| 100 | 99.93
n | Noun Test| 100 | 100 | 100
v | Verb Total | Training | 70.60 | 99.40 | 82.56
vn | Deverbal noun Test| 69.72| 99.34 | 81.94
vd | Deverbal adjective
z | Stative adjective and adverb

Table 4: Results for the rule-based model
Table 2: Categories of considered unknown words

Guesses 1-Best| 2-Best| 3-Best
Training | 62.01 | 93.63 | 96.21

Chars| Training Data Test Data Test | 62.96 | 92.64 | 94.30
Types | Tokens| Types| Tokens
2| 2611 | 4789 387 464
373818 | 7378 | 520 | 764 Table 5: Results for the trigram model
4 | 490 1229 74 125
5+ 188 698 20 56
2 | Training | 65.19 | 75.57 | 67.00
Table 3: Unknown word distribution in the data Test| 63.82| 77.92] 70.17
3 | Training | 59.50 | 98.41 | 74.16
Test | 55.63 | 99.07 | 71.25

5.2 Results for the Individual Models '
The results for the rule-based model are listed in Ta-Table 6: Results for Wu and Jiang’s (2000) model

ble 4. Recall (R) is defined as the number of cor-

rectly tagged unknown words divided by the totak 3 Results for the Combined Model
number of unknown words. Precision (P) is definedr luate th bined model first define th
as the number of correctly tagged unknown wordg? Evauate the combined modet, we first detine the
o upper bound of the precision for the model as the
divided by the number of tagged unknown words.
P ” number of unknown words tagged correctly by at
The small nhumber of words tagged “v/vn” are ex- -
: least one of the three models divided by the total
cluded in the count of tagged unknown words for .
. . ; . ' number of unknown words. The upper bound is

calculating precision, as this tag is not a final gues L

. 1.10% for the training data and 91.39% for the test
but is returned to reduce the search space for th .

. . ata. Table 7 reports the results for the combined
statistical models. F-measure (F) is computed as del. Th I g f th del h
2+« RP/(R + P). The rule-based model achieveg 00!, | N€ overal precision of the model reaches

. e . . 89.32% in the training data and 89.00% in the test
very high precision, but recall for disyllabic words

is low. data, close to the upper bounds.

The resul_ts for the trigram model are 'Iisted in Ta-6 Discussion and Conclusion
ble 5. Candidates are restricted to the eight POS cat-
egories listed in Table 2 for this model. Precision foiT he results indicate that the three models have dif-
the best guess in both datasets is about 62%. ferent strengths and weaknesses. Using rules that do
The results for Wu and Jiang’s model are listed imot overgenerate and that are sensitive to the type,
Table 6. Recall for disyllabic words is much higherdength, and internal structure of unknown words,
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Chars | Training | Test as this seems to be the bottleneck. It will also be rel-
2 7327 | 7447

31T 9715 | 9725 evant to apply gdvanced st_atistical_models _that can
4| 9878 | 99.20 incorporate various useful information to this task,
>+ | 100 100 e.g., the maximum entropy model (Ratnaparkhi,

Total | 89.32 | 89.00

1996). Second, for better evaluation, it would be

helpful to use a larger corpus and evaluate the in-
dividual models on a held-out dataset, to compare
our model with other models on more compara-

the rule-based model achieves high precision for afile datasets, and to test the model on other logo-
words and high recall for longer words, but recall forlgraphic languages. Third, some grammatical con-
disyllabic words is low. The trigram model makesstraints may be used for the detection and correction
use of the contextual information of unknown wordsf tagging errors in a post-processing step. Finally,
and solves the recall problem, but its precision is relas part of a bigger project on Chinese unknown word
atively low. Wu and Jiang's (2000) model compleresolution, we would like to see how well the general

ments the other two, as it achieves a higher recatethodology used and the specifics acquired in this

than the rule-based model and a higher precisiaask can benefit the identification and sense-tagging
than the trigram model for disyllabic words. Theof unknown words.
combined model outperforms each individual model
by effectively combining their strengths.

The results challenge the reasons given in previReéferences
ous studies for rejecting the rule-based model. OveThorsten Brants. 2000. TnT — a statistical part-of-speech
generation is a problem only if one attempts to write tagger. InProceedings of the 6th Conference on Ap-
rules to cover the complete set of unknown words. It Plied Natural Language Processingages 224-231.
can be controlled if one prefers precision over recalkeh-Jiann Chen and Ming-Hong Bai. 1998. Unknown
To this end, the internal structure of the unknown word detection for Chinese by a corpus-based learning
words provides very useful information. Results Method.Intermational Journal of Computational Lin-
for the rule-based model also suggest that as un—gzlsms and Chinese Language Processia):27-
known words become longer and the fluidity of their
component words/morphemes reduces, they becorifa0-Jan Chen, Ming-Hong Bai, and Keh-Jiann Chen.
more predictable qnd ggnerglizable by rules. o Ilnggzc') C%ztdeiggrsyog%ul\tlafgllg%ge%hégi%.unknown words.

The results achieved in this study prove a signif-
icant improvement over those reported in previou§hg§ii;)'-r:”€ Gcg?ﬁbzir?i?\&s?gtiirs]giglunqggg\gn "’\V/lcgg[é?g”tﬂfg
studies. To our knowledge, the best result.on this sis, Narglnstitute o? Science and Techhology, Japan.
task was reported by Chen et al. (1997), which was
69.13%. However, they considered fourteen PO&dwait Ratnaparkhi. 1996. A maximum entropy part-
categories, whereas we examined only eight. This gggf‘iigh tagger. IRroceedings of EMNLPpages
difference is brought about by the different tagsets '
used in the different corpora and the decision to inRichard Sproat. 2002. Corpus-based methods in Chinese
clude or exclude proper names and numeric type Morphology. Tutorial at the 19th COLING.
compounds. To make the results more comparandy Wu and Zixin Jiang. 2000. Statistically-enhanced
ble, we replicated their model, and the results we new word identification in a rule-based Chinese sys-
found were consistent with what they reported, i.e., t€m. InProceedings of the 2nd Chinese Language
69.12% for our training data and 68.79% for our test Processing Workshopages 46-51.
data, as opposed to our 89.32% and 89% respeshiwen Yu, Huiming Duan, Xuefeng Zhu, and Bing Sun.
tively. 2002. The basic processing of Contemporary Chinese

Corpus at Peking University. Technical report, Insti-
Several avenues can be taken for future researCh'tute of Computational Linguistics, Peking University,

First, it will be useful to identify a statistical model  geijjing, China.
that achieves higher precision for disyllabic words,

Table 7: Results for the combined model
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