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Abstract

We propose a novel method for inducing monolingual

semantic hierarchies and sense clusters from numerous S \S
foreign-language-to-English bilingual dictionaries. The )
method exploits patterns of non-transitivity in transla- | blond e, just
tions across multiple languages. No complex or hierar-
chical structure is assumed or used in the input dictio-
naries: each is initially parsed into the “lowest common _
denominator” form, which is to say, a list of pairs of the Figure 1:Detecting asynonymy via unbalanced synonymy relation-
form (foreign word, English word). We then propose a ships among 3 words. The derived synonymy relation S holds between
monolingual synonymy measure derived from this ag_fair andblond, and betweerfair andjust S does not hold between
gregate resource, which is used to derive mu|ti|ingua"y_blondandfair. We can infer thafair has at least 2 senses and, further,
motivated sense hierarchies for monolingual Englishve can represent them ijondandjust

words, with potential applications in word sense classifi-

blond and just
are synonymous with
differing senses of

cation. lexicography and statistical machine translation, ~ LEnglish [ French | Spanish [ German |
fair blond, blondo, blond,
1 Introduction juste | licito, recto | gerecht
. . . . blond blond blondo blond
In this work we consider a learning resource compris- just juste | Ticito; recto | gerecht

ing over 80 foreign-language-to-English bilingual dictio-
naries, collected by downloading electronic dictionariesFigure 2:This excerpt from the data setillustrates the kind of support
from the Internet and also scanning and running opticathe aggregate bilingual dictionary provides for partitioning the mean-
character reCOgnition (OCR) software on paper diCtiO'ings offair into distinct senseslondandjust
naries. Such a diverse parallel lexical data set has not,
to our knowledge, previously been assembled and exam- ) ) ) )
ined in its aggregate form as a lexical semantics trainingtrage of 26 and a median of 3 foreign entries per English
resource. We show that this aggregate data set admi¥¥ord. Roughly 15K English words had at least 100 for-
of some surprising applications, including discovery of €1gn entries; over 64K had at least 10 entries.
synonymy relationships between words and automatic NO complex or hierarchical structure was assumed or
induction of high-quality hierarchical word sense clus- used in our input dictionaries. Each was initially parsed
terings for English. into the “lowest common denominator” form. This con-
We perform and describe several experiments derivingisted of a list of pairs of the form (foreign word, English
synonyms and sense groupings from the aggregate bilinvord). Because bilingual dictionary structure varies
gual dictionary, and subsequently suggest some possibiidely, and even the availability and compatibility of
applications for the results. part-of-speech tags for entries is uncertain, we made the
Finally, we propose that sense taxonomies of the kindlecision to compile the aggregate resource only with data
introduced here, being of different provenance from.that Coulq be extracted from every individual QICtlona_ry
those produced explicitly by lexicographers or using un-into a universally compatible format. The unique pairs
supervised corpus-driven methods, have significant valuéxtracted from each dictionary were then converted to 4-

because they add diversity to the set of available retuples of the form:
sources. <foreign language, dictionary name, foreign word, English werd

2  Resources before being inserted into the final, combined dictionary

] ] data set.
First we collected, from Internet sources and via scan-

ning and running OCR on print dictionaries, 82 dictio- ;

naries between English and a total of 44 distinct foreign3 A Synonymy Relation

languages from a variety of language families. We began by using the above-described data set to obtain
Over 213K distinct English word types were presenta synonymy relation between English words.

in a total of 5.5M bilingual dictionary entries, for an av-  In general, in a paper bilingual dictionary, each for-



eign word can be associated with a list of English wordscoentry  counts (.. _;ang(deposifsediment and
which are possible translations; in our reduced formaiC,.,_;.nq(deposifsell) using dictionaries from many
each entry lists a single foreign word and single possibldanguages, as illustrated below:

English translation, though taking a union of all English

translations for a particular foreign word recreates thiS FRENCH | fre.dictl | det | arsenabiepositdepository

list. depot entrusting filing
We use the notion ofoentryto build the synonymy sludge store UIUSIdS;me'SS'O”
relation between English words. The per-entry coentry repository scajsediment

. TURKISH | tk.dictl | tortu sediment deposifaeces
count Ger —entry(e1,€2) for two English words:; ande; remainder dregs crust

is simply the number of times; ande, both appear as CZECH | cz.dictl | sedlina| clotdeposit sedimentarp
the translation of the same foreign word (over all foreign
words, dictionaries and Ianguag_es). The per-dictionary Polysemy which is specific to German — “deposit”
coentry count Ge._aice(e1,€2), ignores the number and “sell” senses coexisting in a particular word
Of |nd|V|dUaI coentries W|th|n a partlcu|al’ d|Ct|0nary form “absetzen" — will resu't in tota| Coentry counts
and m.erely cqunts as 1 any number of coentries '”S'd@per_gang(depositsell), over all languages and dictio-
a particular dictionary. Finally, per-language coentrynaries, which are low. In fact, “deposit’ and “sell”
count Ger—iang(e1,62) counts as 1 any number of are coentries under only 2 out of 44 languages in our
coentries fore; ande; for a particular language. Thus, database (German and Swedish, which are closely re-

for the following snippet from the database: lated). On the other hand, near-synonymous English
translations of a particular sense across a variety of lan-
Eng. Wd. | Foreign Wd. | Foreign Languagd Dict. ID guages will result in high poentry coynts, as is.the case
hit schiagen GERMAN ger.dictl with Cper—1ang(depositsediment As illustrated in the
pound schlagen GERMAN ger.dictl tables, German, French, Czech and Turkish all support
hit schlag GERMAN | gerdictl he synonymy hypothesis for this pair of English wor
pound schlag GERMAN ger.dictl the synonymy hypothesis for this pair o giis ords.
hit schlag GERMAN ger.dict2
pound schlag GERMAN ger.dict2 “deposit” Coentries | Per Entry | PerDict. | PerLang.
hit battere ITAL ital.dictl sell 4 4 2
pound battere ITAL ital.dictl sediment 68 40 18
Cper—entry(hit,poung - 4, while The above table, listing the various coentry counts

Cper—dict(hit,pound = 3, since the two individ-

. . . for “deposit”’, demonstrates the empirical motivation in
ual coentries ingerdictl are only counted once.

the aggregate dictionary for the synonymy relationship
betweendepositand sedimentwhile the aggregate ev-

. o fdence of synonymy betweeastepositand sell is weak,
conservative per-dictionary and per-language counts Qe q tg 2 languages, and is most likely the resuilt of a

be a useful dgvice, given that some d_ictior!ary creatorsyorg polysemy restricted to a few Germanic languages.
appear sometimes to copy and paste identical synonym

isnei‘lt:\tir:n a fairly indiscriminate fashion, spuriously 4 Different Senses: Asymmetries of
g the Ger—entry(e1,e2) counts. .
Our algorithm for identifying synonyms was sim- Synonymy Relations
ple: we sorted all pairs of English words by decreas-after constructing the empirically derived synonymy re-
ing Cyer—dict(e1,e2) and, after inspection of the resulting |ation S described in the previous section, we observed
list, cut it off at a per-dictionary and per-language countthat one can draw conclusions from the topology of the
threshold yielding qualitatively strong results. For all graph of S re|ati0nships (edges) among words (Vertices)_
word pairsey e, above threshold, we say the symmetric  gpecifically, consider the case of three worggs, e;
synonymy relation S e) holds. The following tables  for which Sg;,e0) and Séi,e3) hold, but Sés,e;) does
provide a clarifying example showing how synonymy not. Figure 1 illustrates this situation with an example
can be inferred from multiple bilingual dictionaries in a from data ¢, = “fair”), and more examples are listed
way which is impossible with a single such dictionary jn Taple 1. As Figure 1 suggests and inspection of the
(because of idiosyncratic foreign language polysemy). random extracts presented in Table 1 will confirm, this
topology can be interpreted as indicating thaandes
[ Lang. [ Dict. ID [Foreign Wd | English Translations | exemplify differing senses of;.
GERMAN [ ger.dictl [ absetzen [ depositdrop deducsell We decided to investigate and apply it with more gen-
GERMAN | ger.dictl | ablagerung | deposit sedimenisettlement erality. This will be discussed in the next section.

The table above displays entries from one . L .
German-English dictionary. How can we tell © Inducing Sense Taxonomies: Clustering

that “sediment” is a better synonym for “de- with Synonym Similarity
posit” than “sell”>  We can build and examine the \jth the goal of using the aggregate bilingual dictionary

1The threshold was 10 and 5 respectively for per-dictionary and perf0 induce interesting and useful sense distinctions of En-
language coentry counts. glish words, we investigated the following strategy.




[synW) [ W[ syna(W) | chart-topper/recording/hisingle sense. The following
quiet still yet table also illustrates the clarity with which major sense
dd’f_s”f t""ad”t ""]}ka distinctions are reflected in the aggregate dictionary. The

Cgr'lcciz e,:i‘d: ! Zkfnr induced clustering fostrike (tree as well as flat cluster
nice Kind sort boundaries) is presented in Figure 4.
assault charge load attack | bang | hit | knock | walkout | find
filter strain stretch attack - 4 18 7 0 0
flow run manage bang - 38 43 2 0 0
cloth fabric structure hit - 44 2 29
blond fair just knock - 2 0
foundation base ignoble walkout - 0
deny decline fall find -
b?gf!t Cclzztr “Qf,‘;'f We used the CLUTO clustering toolkit (Karypis,
harm wrong incorrect 2002) to induce a hierarchical agglomerative clustering
crackle crack fissure on the vectors folV;. Example results fowital and
impeach | charge load strike are in Figures 3 and 4 respectivelyigure 4 also
enthusiastic kee’r‘] d_sf?_ar‘l’ presents flat clusters automatically derived from the tree,
i‘l’iﬁ;se r?:;gt 'f o'rCmUt as Well as a listing of some foreign words associated with
firm Tast speedy particular clusters.
fashion mold mildew
incline lean meagre = '\:’jd
arqu_se r_alse Increase ™ living
digit figure shape S ariiraies
dye paint picture & —
spot stain tincture <+ vivacious
shape cast toss & sprightly
claim call shout < S Jively
earth ground | groundwork . = spirited
associate | fellow guy ° - brisk
arrest stop plug i @ snappy
zippy
active

peppy
energetic

Table 1: A representative sampling of high-confidence sens
distinctions derived via unbalanced synonymy relationships amoi
three words, W and two of its synonymsgni (W) & syna(W),
such that ge'rfdict(wlsynl(w)) and Cpe'rfdict(wrsyHQ(W)) are
high, whereas ., _gict(syn1(W),syna(W)) is low (0). Ex-
tracted from a list sorted by descending, & gict(W,syn1(W))

* Cperfdict(WrSynQ(W)) / Cperfdict(Synl(W)!SynQ(W)) (counts
were smoothed to prevent division by zero).

vigorous

necessary
indispensable

essential

fundamental
substantial

crucial

fateful

fatal
deadly
lethal

For each target wordV; in English having a suffi-
ciently high dictionary occurrence count to allow inter-
esting result§ a list of likely synonym worddV, was
induced by the method described in Sectidn 2ddi-
tionally, we generated a list of all word&,. having non-
260 Gouy—aict (W, W2). 6 Related Work

The synonym worddV, — the sense exemplars for There is a distinguished history of research extracting lexical
target wordslV; — were clustered based on vectors of semantic relationships from bilingual dictionaries (Copestake
coentry counts G._qc:(Ws,We). This restriction on et al., 1995; Chen and Chang, 1998). There is also a long-
vector dimension to only words that have nonzero co-standing goal of mapping translations and senses in multiple
entries with the target word helps to exclude distractiondanguages in a linked ontology structure (Resnik and Yarowsky,
such as coentries 6%, corresponding to a sense which 1997; Risk, 1989; Vossen, 1998). The recent work of Ploux and
doesn’t overlap with¥;. The example given in the fol- Ji (2003) has some similarities to the techniques presented here
lowing table shows an excerpt of the vectors for syn-in that it considers topological properties of the graph of syn-
onyms ofstrike. Thehit synonym overlapstrike in the onymy relationships between words. The current paper can be
beat/bang/knockense. Restricting the vector dimension distinguished on a number of dimensions, including our much
as described will help prevent noise frdrit’s common  greater range of participating languages, and the fundamental
algorithmic linkage between multilingual translation distribu-

2For qur_expgriments, Engli_sh words occurring in at least 15 distincttions and monolingual synonymy clusters.
source dictionaries were considered.

3Again, the threshold for synonyms was 10 and 5 respectively for
per-dictionary and per-language coentry counts.

mortal

Figure 3:Induced sense hierarchy for the wordtal”

4In both “vital” and “strike” examples, the rendered hierarchical
clusterings were pruned (automatically) in order to fit in this paper.



ITALIAN SERBIAN GERMAN
battere  assalto percossa scoperta|napasti locirati  udariti  odlazak| |streik schlag finden sturm
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Figure 4: Induced sense hierarchy for the worstrike” and some translations of individuastrike” synonyms. Flat clusters
automatically derived from the tree are denoted by the horizontal lines.

7 Analysis and Conclusions by humans or derived in fully unsupervised fashion from text
This is the first presentation of a novel method for the induc-c0rpora, makes them worthy of study and incorporation in fu-

tion of word sense inventories, which makes use of aggregaté“re lexicographic, machine translation, and word sense disam-
information from a large collection of bilingual dictionaries.  biguation efforts.

One possible application of the induced sense inventories
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