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Abstract

This paperappliesmachinelearningtechniquedo
acquiringaspect®f themeaningof discoursanark-
ers. Threesubtasksf acquiringthe meaningof a
discoursemarker areconsideredlearningits polar-
ity, veridicality, andtype (i.e. causaltemporalor
additive). Accuragy of over 90%is achieved for all
threetaskswell above the baselines.

1 Intr oduction

This paperis concernedvith automaticallyacquir
ing the meaningof discoursemarkers. By con-
sidering the distributions of individual tokens of
discoursemarlers, we classify discoursemarlers
alongthreedimensionsiponwhichthereis substan-
tial agreemenin theliterature:polarity, veridical-
ity andtype. Thisapproachof classifyinglinguistic
typesby thedistribution of linguistic tokensmales
this researclsimilarin spirit to thatof Baldwin and
Bond (2003)andStevensonandMerlo (1999).

Discoursemarkers signalrelationsbetweendis-
courseunits. As such,discoursemarkers play an
importantrole in the parsingof naturallanguage
discourse(Forbeset al., 2001; Marcu, 2000), and
their correspondencevith discourserelationscan
be exploited for the unsupervisedearningof dis-
courserelations(Marcu and Echihabi, 2002). In
addition, generatingnaturallanguagediscoursere-
quiresthe appropriateselectionand placementof
discoursemarlers(MoserandMoore, 1995; Grote
andStede,1998). It follows thata detailedaccount
of the semanticandpragmaticof discoursanark-
erswould be a usefulresourcdor naturallanguage
processing.

Rather than looking at the finer subtletiesin
meaningof particulardiscoursemarkers(e.g.Best-
genetal. (2003)),this paperaimsat a broadscale
classificationof a subclassof discoursemarlers:
structuralconnecties. This breadthof coverage
is of particularimportancefor discourseparsing,
whereawide rangeof linguisticrealisationsnustbe
cateredor. Thiswork canbe seenasorthogonalo

thatof Di Eugenicetal. (1997),whichaddressethe
problemof learningif andwhere discoursemarkers
shouldbe generated.

Unfortunately the manualclassificationof large
numbersof discoursemarkers hasproven to be a
difficult task,andno completeclassificatiornyet ex-
ists. For example,Knott (1996) presentsa list of
around 350 discoursemarkers, but his taxonomic
classification,perhapsthe largest classificationin
theliterature,accountgor only aroundl500f these.
A generalmethodof automaticallyclassifyingdis-
coursemarkerswould thereforebe of greatutility,
bothfor Englishandfor languagesvith fewer man-
ually createdresources. This paperconstitutesa
stepin that direction. It attemptsto classify dis-
coursemarkers whoseclassesare alreadyknown,
andthis allows theclassifierto be evaluatedempiri-
cally.

The proposedask of learningautomaticallythe
meaningof discoursemarkers raisesseveral ques-
tionswhich we hopeto answer:

Q1. Difficulty How hardis it to acquirethe mean-
ing of discoursemarkers?Are someaspect®f
meaningharderto acquirethanothers?

Q2. Choiceof features What featuresare useful
for acquiringthe meaningof discoursemark-
ers? Doesthe optimal choiceof featuresde-
pendon theaspecbf meaningoeinglearnt?

Q3. Classifiers Which machine learning algo-
rithms work bestfor this task? Canthe right
choiceof empiricalfeaturesnale the classifi-
cationproblemdinearly separable?

Q4. Evidence Can corpusevidence be found for
the existing classificationf discoursemark-
ers?ls thereempiricalevidencefor a separate
classof TEMPORAL marlers?

We proceedy firstintroducingtheclasse®f dis-
coursemarlersthatwe usein ourexperiments Sec-
tion 3 discusseshe databasef discoursemarkers



usedasour corpus.Iln Sectiond we describeour ex-

perimentsjncluding choiceof features.Theresults
arepresentedh Sectionb. Finally, we concludeand
discusduturework in Section6.

2 Discoursemarkers

Discoursemarlersarelexical items(possiblymulti-
word) that signal relations betweenpropositions,
eventsor speechacts.Examplesof discoursanark-
ersare given in Tables1, 2 and 3. In this paper
we will focuson a subclassof discoursemarkers
known as structuml connectives Thesemarlers,
even thoughthey may be multiword expressions,
function syntacticallyasif they were coordinating
or subordinatingonjunctiongWebberetal.,2003).

The literature contains mary different classi-
fications of discoursemarkers, draving upon a
wide range of evidence including textual co-
hesion (Halliday and Hasan, 1976), hypotactic
conjunctions(Martin, 1992), cognitve plausibil-
ity (Sanderset al., 1992), substitutability (Knott,
1996), and psycholinguisticexperiments (Louw-
erse,2001). Neverthelesghereis alsoconsiderable
agreement.Threedimensionsof classificationthat
recur albeitundera variety of namesarepolarity,,
veridicality andtype. Wenow discussachof these
in turn.

2.1 Polarity

Many discoursanarkerssignalaconcessionacon-
trastor the denial of an expectation. Thesemark-
ershave beendescribedishaving thefeaturepolar-
ity=NEG-POL. An exampleis givenin (1).

(1) Suzyspart-time,but shedoesmorework
thantherestof usputtogether (Takenfrom
Knott (1996,p. 185))

Thissentencés trueif andonly if Suzybothis part-
time anddoesmorework thanthe restof themput
together In addition,it hasthe additionaleffect of
signallingthatthe fact Suzydoesmorework is sur
prising— it deniesanexpectation.A similar effect
can be obtainedby using the connectre and and
addingmorecontet, asin (2)

(2) Suzysefficiengy is astoundingShes
part-time,and shedoesmorework thanthe
restof usputtogether

The differenceis that althoughit is possiblefor
and to co-occurwith a negative polarity discourse
relation,it neednot. Discoursemarlerslike andare
saidto have the featurepolarity =pos-poL. 1 On

1An alternatie view is thatdiscoursemarlerslike and are
underspecifiedvith respectto polarity (Knott, 1996). In this

the other hand, a NEG-POL discoursemarker like
but always co-occurswith a negative polarity dis-
courserelation.

The gold standardclasseof POs-POL andNEG-
poL discoursemarkersusedin the learningexper
imentsare shavn in Table1. The gold standards
for all threeexperimentsverecompiledby consult-
ing arangeof previousclassificationgKnott, 1996;
Knott andDale,1994;Louwerse2001).2

POS-POL NEG-POL
after and, as, as soon as, | although,
because,before, considering| but, even if,
that,eversincefor, giventhat, | even though,
if, in casejn orderthat,in that, | even when,

insofar as, now, now that, on
the groundsthat, once,seeing

only if, only
when, or, or

as, since, so, so that, the in- | else, though,
stant,the momentthen,to the | unless, until,
extentthat,when,wheneer whereasyet

Tablel: Discoursamarkersusedin thepolarity ex-
periment

2.2 Veridicality

A discourserelation is veridical if it implies the
truth of bothits aguments(Asherand Lascarides,
2003), otherwiseit is not. For example,in (3) it is

not necessarilyrue eitherthatDavid canstayup or

that he promises,or will promise,to be quiet. For

thisreasorwe will sayif hasthefeatureveridical-

ity =NON-VERIDICAL.

(3) David canstayupif hepromisedo bequiet.

The disjunctive discoursemarker or is also NON-
VERIDICAL, becausdt doesnot imply that both
of its amumentsaretrue. On the otherhand,and
doesimply this, and so hasthe featureveridical-
ity=VERIDICAL.

TheVERIDICAL andNON-VERIDICAL discourse
markersusedin thelearningexperimentsareshavn
in Table2. Note thatthe polarity andveridicality
areindependentfor exampleevenif is both NEG-
POL andNON-VERIDICAL.

2.3 Type

Discoursemarlers like becausesignal a causaL
relation,for examplein (4).

account,discoursemarkers have positive polarity only if they
cannever be paraphrasedsinga discoursemarker with nega-
tive polarity. Interpretedn theseterms,our experimentaimsto
distinguishnegative polarity discoursemarkersfrom all others.

2An effort was madeto exclude discoursemarkers whose
classificationcould be contentious,as well as oneswhich
shavedambiguityacroslassesSomelevel of judgementvas
thereforeexercisedby theauthor



VERIDICAL NON-
VERIDICAL
assuming
that, even if,
if, if ever, if
only, in case,
on condition

after, although,and,as,assoon
as, because,but, considering
that, even though, even when,
eversince for, giventhat,in or-
derthat,in that,insofar as,now,

now that, on the groundsthat, | that, on the
once, only when, seeing as, | assumption
since, so, so that, the instant, | that, only if,

the moment, then, though,to | or, or else,
the extent that, until, when,| supposing
wheneer, whereaswhile, yet | that,unless

Table2: Discoursemarkersusedin theveridicality
experiment

(4) Thetensionin theboardroonrosesharply
becausehechairmanarrived.

As a result, because has the feature
type=causaL.  Other discourse marlers that
expressa temporal relation, such as after, have
the featuretype=TEMPORAL. Justasa POS-POL
discoursamarker canoccurwith a negative polarity
discourserelation, the contet can also supply a
causalrelationeven whena TEMPORAL discourse
markeris used,asin (5).

(5) Thetensionin theboardroonrosesharply
after thechairmararrived.

If the relationa discoursemarker signalsis nei-
ther CAUSAL or TEMPORAL it has the feature
type=ADDITIVE.

The needfor a distinct classof TEMPORAL dis-
courserelationsis disputedin the literature. On
the one hand, it hasbeensuggestedhat TEMPO-
RAL relationsarea subclasof ADDITIVE oneson
the groundsthat the temporal referenceinherent
in the marking of tenseand aspect‘more or less”
fixesthetemporalorderingof events(Sandertal.,
1992). This contrastswith agumentsthat resolv-
ing discourseaelationsandtemporalorderoccuras
distinct but interrelatedprocesseg¢lLascaridesand
Asher 1993).0ntheotherhand,several of the dis-
coursemarkerswe countasTEMPORAL, suchasas
soonas might be describedascausaL (Oberlan-
derandKnott, 1995). Oneof the resultsof the ex-
perimentsdescribedbelow is that corpusevidence
suggestADDITIVE, TEMPORAL andCAUSAL dis-
coursemarkershave distinctdistributions.

The ADDITIVE, TEMPORAL and CAUSAL dis-
coursemarkersusedin thelearningexperimentsare
shavn in Table3. Thesefeaturesare independent
of the previous ones,for example even thoughis
CAUSAL, VERIDICAL andNEG-POL.

ADDITIVE| TEMPORAL CAUSAL

and, but, | after as| although, because

whereas | soon as,| eventhough,for, given
before, that, if, if ever, in case,
ever on condition that, on
since, the assumption that,
now, now | on the grounds that,
that,once, | provided that, provid-
until, ing that, so, so that,
when, supposinghat,though,
wheneer | unless

Table3: Discoursemarkersusedin the type exper
iment

3 Corpus

The data for the experiments comes from a
databasef sentencesollectedautomaticallyfrom
the British National Corpus and the world wide
web (Hutchinson2004). The databaseontainsex-
amplesentencefor eachof 140discoursestructural
connecties.

Many discoursamarkershave surfaceformswith
otherusagese.g.befoe in the phrasebefore noon
The following procedurewvasthereforeusedto se-
lect sentencesor inclusionin the database.First,
sentencescontaining a string matching the sur
faceform of a structuralconnectve wereextracted.
Thesesentencewerethenparsedisinga statistical
parser(Charniak,2000). Potentialstructuralcon-
nectves were then classifiedon the basisof their
syntacticcontext, in particulartheir proximity to S
nodes. Figure 1 shavs examplesyntacticcontexts
which wereusedto identify discoursenarkers.

(S...) (CCand) (S...)
(SBAR (IN after) (S...))
(PP (IN after) (S...))
(PP (VBN given) (SBAR (INthat) (S...)))
(NP (DT the) (NN nonent) (SBAR...))
(ADVP (RB as) (RB long)

(SBAR (IN as) (S...)))
(PP (INin) (SBAR (INthat) (S...)))

Figurel: Identifying structuralconnecties

It is becausestructuralconnecties are easyto
identify in thismannethattheexperimentsuseonly
this subclassof discoursemarkers. Due to both



parsererrors,andthe fact thatthe syntacticheuris-
tics are not foolproof, the databaseontainsnoise.
Manual analysisof a sampleof 500 sentencese-
vealedabout12% of sentenceslo not containthe
discoursamarker they aresupposedo.

Of thediscoursemarkersusedn theexperiments,
their frequenciesn the databaseangedfrom 270
for theinstantto 331,701for and The meannum-
berof instancesvas32,770,while the medianwas
4,948.

4 Experiments

This section presentsthree machinelearning ex-
perimentsinto automaticallyclassifying discourse
markers accordingto their polarity, veridicality
andtype. We bagin in Section4.1 by describing
the featureswe extract for eachdiscoursemarker
token. Thenin Section4.2 we describethe differ-
entclassifierswe use. The resultsare presentedn
Section4.3.

4.1 Featuresused

We only usedstructuralconnectiesin the experi-
ments. This meantthatthe clausedinked syntacti-
cally werealsorelatedat the discoursdevel (Web-
ber et al., 2003). Two typesof featureswere ex-
tractedfrom the conjoinedclausesFirstly, we used
lexical co-occurrencewith words of variousparts
of speech.Secondly we useda rangeof linguisti-
cally motivated syntactic,semantic,and discourse
features.

4.1.1 Lexical co-occurrences

Lexical co-occurrencebave previously beenshavn
to be usefulfor discoursdevel learningtasks(La-
pata and Lascarides,2004; Marcu and Echihabi,
2002).For eachdiscoursemarker, thewordsoccur
ring in their superordinatémain) and subordinate
clauseswere recorded along with their parts of
speech.We manuallyclusteredthe PennTreebank
partsof speechtogetherto obtain coarsergrained
syntacticcatgyories,asshavn in Table4.

We thenlemmatisedeachword andexcludedall
lemmaswith afrequeng of lessthan1000permil-
lion in theBNC. Finally, wordswereattached pre-
fix of eitherSUB_ or SUPER_ accordingto whether
they occurredin the sub- or superordinateclause
linked by the marler. This distinguishedfor exam-
ple, betweenoccurrence®f thenin the antecedent
(subordinatepndconsequengmain) clausedinked
by if.

We alsorecordedhe presencef otherdiscourse
markersin thetwo clausesasthesehadpreviously

3For coordinatingconjunctionstheleft clausewastakento
be superordinate/maialause theright, the subordinatelause.

New label | PennTreebanKkabels
vb vb vbd vbg vbn vbp vbz
nn nnnnsnnp
] jiir jis
rb rb rbrrbs

aux auxauxgmd
prp_ | prpprp$
in in

Table4: Clusteringof POSlabels

beenfound to be usefulon a relatedclassification
task (Hutchinson,2003). The discoursemarkers
usedfor this are basedon the list of 350 marlkers
given by Knott (1996), and include multiword ex-
pressions. Due to the sparsematureof discourse
markers, comparedto verbsfor example, no fre-
queng cutof's wereused.

4.1.2 Linguistically motivated features

Thesencludeda rangeof oneandtwo dimensional
featuregepresentingnoreabstractinguistic infor-
mation,andwereextractedthroughautomaticanal-
ysisof theparsetrees.

Onedimensionalfeatures

Two onedimensionafeaturegecordedhelocation
of discoursemarkers. POSITION indicatedwhether
a discoursemarker occurredbetweerthe clausest
linked, or before both of them. It thusrelatesto
informationstructuring.EMBEDDING indicatedthe
level of embeddingin numberof clausesof thedis-
coursemarker beneaththe sentence highestlevel
clause.We wereinterestedo seeif sometypesof
discourserelationsare more often deeply embed-
ded.

Theremainingfeaturesrecordedthe presencef
linguistic featuresthat are localisedto a particu-
lar clause. Like the lexical co-occurrencdeatures,
thesewereindexed by the clausethey occurredin:
eitherSUPER or SUB.

We expectednegation to correlate with nega-
tive polarity discoursemarkers, and approximated
negationusingfour features.NEG-SUBJ and NEG-
VERB indicatedthe presenceof subjectnegation
(e.g.nothing or verbalnegation(e.g.n’t). We also
recordedthe occurrenceof a setof negative polar
ity items(NPI), suchasanyandever. Thefeatures
NPI-AND-NEG andNPI-WO-NEG indicatedwhether
an NPI occurredin a clausewith or without verbal
or subjectnegation.

Eventualitiescanbeplacedor orderedn time us-



ing notjustdiscoursemarkershut alsotemporalex-
pressions.The featureTEMPEX recordedthe num-
ber of temporalexpressionsn eachclause,asre-
turnedby a temporalexpressiontagger(Mani and
Wilson, 2000).

If themainverbwasaninflectionof to beorto do
we recordedhis usingthefeaturesse andpo. Our
motivation wasto captureary correlationof these
verbswith statesandeventsrespeciiely.

If the final verb was a modal auxiliary; this el-
lipsis was evidenceof strongcohesionin the text
(Halliday andHasan,1976). We recordedhis with
thefeaturevpP-ELLIPSIS. Pronounslsoindicateco-
hesion,andhave beenshavn to correlatewith sub-
jectivity (Bestgeretal., 2003). A classof features
PRONOUNS™ representegrronounswith X denot-
ing eitherlstperson2ndpersonpor 3rd persomani-
mate,inanimateor plural.

The syntacticstructureof eachclausewas cap-
turedusingtwo featurespnefiner grainedandone
coarsergrained. STRUCTURAL-SKELETON identi-
fiedthemajorconstituentsinderthe Sor VP nodes,
e.g.asimpledoubleobjectconstructiongives “NP
VB NP NP". ARGS identified whetherthe clause
containedan (overt) object, an (overt) subject,or
both,or neither

The overall size of a clausewasrepresentedis-
ing four features. WORDS, NPs and PPS recorded
the numbersof words,NPsandPPsin a clause(not
countingembeddedlauses) ThefeatureCLAUSES
countedthe numberof clausesembeddedbeneatta
clause.

Two dimensionalfeatures

Thesefeaturesall recordeccombinationf linguis-
tic featuresacrossthe two clauseslinked by the
discoursemarler. For examplethe mooD feature
wouldtake thevalue<DECL,IMP> for thesentence
Johnis coming but dont tell anyone!

Thesefeaturesvereall determinecautomatically
by analysingheauxiliary verbsandthemainverbs’
POStags. The featuresandthe possiblevaluesfor
eachclausewere as follows: MODALITY: one of
FUTURE, ABILITY Or NULL; MOOD: oneof DECL,
IMP Or INTERR; PERFECT: eitheryEs or NO; PRO-
GRESSIVE: eitherYES or NO; TENSE: eitherPasT
Or PRESENT.

4.2 Classifierarchitectures

Two differentclassifierspasedon local andglobal
methodsof comparison,were usedin the experi-
ments. Thefirst, 1 NearestNeighbour(1NN), is an
instancebasedclassifierwhich assigneachmarker
to the sameclassas that of the marker nearesto
it. For this, three different distancemetricswere

explored. The first metric was the Euclideandis-
tancefunction Lo, shavn in (6), appliedto proba-
bility distributions.

Lo(p,q) = \/Z(p@ @) ©

The second, K L,, is a smoothedvariant of
the information theoretic Kullback-Leibnerdiver-
gence(Lee, 2001, with @ = 0.95). Its definition
is givenin (7).

p(z)
q(z) + (1 — a)p(z)
7)

Thethird metric,Jaccy, is at-testweightedadap-
tion of the Jaccardcoeficient (Curranand Moens,
2002).In it basicform, theJaccardoeficientis es-
sentiallya measureof how muchtwo distributions
overlap. The t-testvariantweightsco-occurrences
by the strengthof their collocation, using the fol-
lowing function:

KLa(p,q) =) _p(x)log —

p(w;, ) — p(w;)p(z)
p(wi)p(z)

This is thenuseddefinethe weightedversionof
the Jaccarccoeficient, asshavn in (8). Thewords
associatedvith distributionsp andg areindicated
by w, andw,, respectiely.

_ > min(wt(wp, ), wt(wg, T))
> maz(wt(wp, ), wt(wy, x))

(8)

KL, and Jacc; had previously beenfound to
be the bestmetricsfor other tasksinvolving lexi-
cal similarity. Lo is includedto indicatewhat can
be achiezed usinga somevhatnave metric.

The secondclassifierused, Naive Bayes,takes
theoverall distribution of eachclassinto account It
essentiallydefinesa decisionboundaryin the form
of a curved hyperplane. The Weka implementa-
tion (Witten and Frank,2000) wasusedfor the ex-
perimentswith 10-fold cross-alidation.

4.3 Results

We began by comparing the performance of
the 1NN classifier using the various lexical co-
occurrencdeaturesagainsthe gold standardsThe
resultsusing all lexical co-occurrencesre shavn

Jacey(p, q)



All POS BestsinglePOS Best
Task Baseline| Ly | KL, | Jacc Ly KL, Jace; subset
polarity 67.4 74.4| 721 | 74.4 | 76.7(rb) | 83.7(rb) | 76.7(rb) 83.7
veridicality 73.5 81.6| 85.7 | 75.5 | 83.7(nn) | 91.8(vb) | 87.8(vb) 91.8
type 58.1 74.2| 645 | 81.8 | 74.2(in) | 74.2(rb) | 77.4(j)) 87.8

*Using K L., andeitherrb or DMs+rh *Usingboth K L., andvb, andJaccard; andvb+in. °Using K L. andvb+aux+in

Table5: Resultsusingthe 1NN classifieron lexical co-occurrences

| Feature | Positively correlateddiscoursemarker co-occurrences |
POS-POL thoughr, butr, although-, assuminghatr
NEG-POL otherwise , still+, in truth, still |, after thatr, in this wayr, grantedthat, in
contrastr, by then,, in theevent,
VERIDICAL obviously , now, , even,, indeed-, oncemorer, consideringhatr, evenafterr,

oncemote, , at first sightr

NON-VERIDICAL

orr, nodoubtr, in turnt, thenr, by all means, befoe then,

clearlyr, ...

ADDITIVE also,, in addition,, still;, only,, at the sametime,, clearly,, naturally ,
now, , of course,

TEMPORAL bad, oncemorer, liker, andr, oncemore, , which waswhyy, . ..

CAUSAL againt,altogether, ,bad, ,finally,, alsor, thereby,, at once, whiler,

Table6: Mostinformative discoursamarker co-occurrences thesuper (T) andsubordinatd | ) clauses

in Table5. The baselinevasobtainedby assigning
discoursemarlersto the largestclass,i.e. with the
mosttypes The bestresultsobtainedusingjust a
singlePOSclassarealsoshavn. Theresultsacross
thedifferentmetricssuggesthatadwerbsandverbs
arethebestsinglepredictorsof polarity andveridi-
cality, respectuely.

We next applied the 1NN classifier to co-
occurrencesvith discoursemarkers. Theresultsare
shawvn in Table7. The resultsshav that for each
task1NN with theweightedJaccardcoeficientper
formsatleastaswell asthe otherthreeclassifiers.

INN with metric: Naive
Task Ly | KL, | Jacc; | Bayes
polarity 744 | 814 | 814 | 814
veridicality | 83.7| 79.6 | 83.7 | 735
type 742| 80.1 | 80.1 | 58.1

Table7: Resultsusingco-occurrencewith DMs

We alsocomparedusingthe following combina-
tionsof differentpartsof speechvb + aux,vb + in,
vb +rb,nn+ prp,vb + nn+ prp,vb + aux+ rb, vb +
aux+ in, vb + aux+ nn+ prp,nn+ prp+in, DMs +
rb, DMs + vb andDMs + rb + vb. The bestresults
obtainedusingall combinationgried are shavn in
thelastcolumnof Table5. For DMs + rb, DMs + vb
andDMs + rb + vb we alsotried weightingthe co-

occurrenceso thatthe sumsof the co-occurrences

with eachof verbs,adwerbsanddiscoursemarlers

wereequal. However this did not leadto ary better
results.

One propertythat distinguishesJacc; from the
othermetricsis thatit weightsfeatureghe strength
of their collocation. We were thereforeinterested
to seewhich co-occurrencesvere most informa-
tive. Using Wekas feature selectionutility, we
rankeddiscoursenarker co-occurrenceby theirin-
formationgainwhenpredictingpolarity , veridical-
ity andtype. The mostinformative co-occurrences
arelistedin Table6. For example,if alsooccursin
the subordinateclausethenthe discoursemarker is
morelikely to be ADDITIVE.

The 1NN and Naive Bayesclassifierswerethen
appliedto co-occurrencesvith just the DMs that
were mostinformative for eachtask. The results,
shawvn in Table8, indicatethatthe performanceof
1NN dropswhenwerestrictourselesto thissubset.
4 However Naive Bayesoutperformsall previous
1NN classifiers.

Base-| 1NN with: | Naive
Task line | Ly | KL, | Bayes
polarity 67.4 | 72.1| 69.8 | 90.7
veridicality | 73.5 | 85.7| 77.6 | 91.8
type 58.1 | 67.7| 58.1 | 93.5

Table8: Resultsusingmostinformatve DMs

*The Jace; metricis omittedbecausét essentiallyalready
hasits own methodof factoringin informatity.



| Feature | Positively correlatedeatures

POS-POL No significantlyinformativepredictois correlatedpositively

NEG-POL NEG-VERBAL T, NEG-SUBJT, ARGS=NONET, MODALITY=<ABILITY,ABILITY>

VERIDICAL | VERB=BET, WORDS, WORDST, MODALITY=<NULL,NULL>

NON-VERID | TEMPEXT, PRONOUNZ}e’"szz, PRONOUN’f”:Z

ADDITIVE WORDS , WORDST, CLAUSES , MODALITY=<ABILITY,FUTURE>,
MODALITY=<ABILITY,ABILITY >, NPS;,  MODALITY=<FUTURE,FUTURE>,
MOOD=<DECLARATIVE,DECLARATIVE>

TEMPORAL | EMBEDDING=7, PRONOUNPre’"s:?’“"’m, MOOD=<INTERROGATIVE,DECLARATIVE>

CAUSAL NEG-SUBJ |, NEG-VERBAL | , NPI-WO-NEG |, NPI-AND-NEG | ,
MODALITY=<NULL,FUTURE>

Table9: The mostinformatie linguistically motivated predictorsfor eachclass. The indices T and L
indicatethata onedimensionafeaturebelongsto the superordinater subordinatelause respecirely.

Weka’s featureselectionutility wasalsoapplied
to all thelinguistically motivatedfeaturesdescribed
in Section4.1.2. The mostinformatie featuresare
shavn in Table9. Naive Bayeswasthenapplied
usingboth all the linguistically motivatedfeatures,
andjust the mostinformative ones. Theresultsare
shavn in Tablel0.

All Most
Task Baseline| features| informative
polarity 67.4 74.4 72.1
veridicality 73.5 77.6 79.6
type 58.1 64.5 77.4

Table10: Naive Bayesandlinguistic features

5 Discussion

Theresultsdemonstratéhatdiscoursemarkerscan
be classifiedalongthreedifferentdimensionswith
an accurag of over 90%. The best classifiers
useda global algorithm (Naive Bayes), with co-
occurrencesvith a subsetof discoursemarkers as
features. The succesof Naive Bayesshaws that
with the right choice of featuresthe classification
taskis highly separable.The high degreeof accu-
ragy attainedon thetype tasksuggestshatthereis
empirical evidencefor a distinct classof TEMPO-
RAL marlers.

The resultsalso provide empirical evidencefor
the correlationbetweencertain linguistic features
and typesof discourserelation. Here we restrict
oursehesto makingjust five obsenations. Firstly,
verbsandadwerbsarethe mostinformative partsof
speechwhen classifying discoursemarlers. This
is presumablybecauseof their close relation to
the main predicateof the clause. Secondly Ta-
ble 6 shavs that the discoursemarker DM in the
structureX, but/though/althogh Y DM Z is more

likely to be signallinga positive polarity discourse
relation betweenY and Z than a negatve po-

larity one. This suggeststhat a negative polar

ity discourserelationis lesslikely to be embed-
deddirectly beneathanothernggative polarity dis-

courserelation. Thirdly, negation correlateswith

the main clauseof NEG-POL discoursemarlers,
and it also correlateswith subordinateclause of

CAUSAL ones. Fourthly, NON-VERIDICAL corre-
lateswith secongersorpronounssuggestinghata
writer/speakris lesslikely to make assertionsbout
thereader/listenethanaboutotherentities. Lastly,

the bestresultswith knowledge poor features,i.e.

lexical co-occurrencesyerebetterthanthosewith

linguistically sophisticatesnes.It may bethatthe
sophisticatedeaturesare predictive of only certain
subclassesf theclassesve usede.g.hypotheticals,
or signallersof contrast.

6 Conclusionsand futur e work

We have proposectorpus-basetkchniquegor clas-
sifying discoursemarlkers along threedimensions:
polarity, veridicality andtype. For thesetaskswe
wereableto classifywith accurag ratesof 90.7%,
91.8%and93.5%respectiely. Theseequateto er
ror reductionratesof 71.5%,69.1%and84.5%from
thebaselinearrorrates.In addition,we determined
which featuresveremostinformative for thediffer-
entclassificatiortasks.

In futurework we aim to extendour work in two
directions. Firstly, we will considerfinergrained
classificationtasks, such as learning whether a
causabliscoursemarkerintroducescauseor acon-
sequenceg.g.distinguishingbecausdrom so. Sec-
ondly, we would like to seehow far our resultscan
beextendedo includeadwerbialdiscoursemarkers,
suchasinsteador for example by usingjust fea-
turesof the clauseghey occurin.
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