Effective PhraseTranslation Extraction from Alignment Models

Ashish Venugopal

StephanVogel

Alex Waibel

LanguageTechnologiednstitute LanguageTechnologiednstitute LanguageTechnologiednstitute

Carngjie Mellon University
Pittskhurgh, PA 15213
ashi shv@s. cnu. edu

Abstract

Phraselevel translation models are ef-
fective in improving translation qual-
ity by addressingthe problem of local
re-ordering acrosslanguageboundaries.
Methods that attempt to fundamentally
modify the traditional IBM translation
modelto incorporatephrasedypically do
soata prohibitive computationatost. We
presenta techniquethat begins with im-
provedIBM modelsto createphrasdevel
knowledgesourceghat effectively repre-
sentlocal aswell as global phrasalcon-
text. Our methodis robustto noisyalign-
ments at both the sentenceand corpus
level, delivering high quality phrasdevel
translationpairsthat contrikbute to signif-
icantimprovementsin translationquality
(as measuredoy the BLEU metric) over
word basedexica aswell asa competing
alignmentbasedmethod.

1 Intr oduction

Statistical Machine Translation defines the task
of translatinga sourcelanguagesentence(s =
s1---s7) into a tamget languagesentence(t =
t1---ty). The traditional framevork presentedn
(Brown et al., 1993) assumes generaire process
wherethe sourcesentencés passedhrougha noisy

stochasticprocessto producethe target sentence.

The task can be formally statedas finding the ¢
s.tt = argmaz p(t|s) where the searchcompo-
nentis commonlyreferredto asthe decodingstep
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(Wang and Waibel, 1998). Within the generatre
model, the Bayesreformulationis usedto estimate
p(t|s) ~ p(t)p(s|t) wherep(t) is consideredhelan-
guagemodel, and p(s|t) is the translationmodel;
theIBM (Brown et al., 1993)modelsbeingthe de
factostandard.Direct translationapproacheqFos-
ter, 2000) considerestimatingp(t|s) directly, and
work by (Och and Ney, 2002) shav that similar
or improvedresultsareachieved by replacingp(s|t)
in the optimizationwith p(¢|s), at the costof devi-
ating from the Bayesianframeavork. Regardlessof
the approachthe questionof accuratelyestimating
amodelof translationfrom a large parallelor com-
parablecorpusis one of the defining components
within statisticalmachinetranslation.

Re-orderingeffects acrosslanguageshave been
modeled in several ways, including word-based
(Brown et al., 1993), template-based(Och et al.,
1999) and syntax-based(Yamada,Knight, 2001).
Analyzing thesemodelsfrom a generatre mind-
set, they all assumethat the atomic unit of lexi-
cal contentis the word, andre-orderingeffectsare
appliedabore that level. (Marcu, Wong, 2002) il-
lustratethe effects of assumingthat lexical corre-
spondenceanonly be modeledat the word level,
and motivate a joint probability model that explic-
itly generatesphraselevel lexical contentacross
both languages. (Wu, 1995) presentsa bracleting
methodhatmodelsre-orderingatthesentencéevel.
Both (Marcu,Wong,2002;Wu, 1995)modelthere-
orderingphenomenoreffectively, but at significant
computationalexpense,and tend to be difficult to
scaleto long sentenceskReasonso introducephrase
level translationknowledgesourceshave beenade-



gquatelyshavn andconfirmedby (Och,Ney, 2000),
andwefocusonmethodgo build thesesourcegrom
existing, maturecomponentswithin the translation
process.

This papempresenta methodof phrasesxtraction
from alignmentdatageneratedby IBM Models. By
working directly from alignmentdatawith appro-
priatemeasuresakento extractaccuratdranslation
pairs, we try to avoid the computationalcomple-
ity that canresultfrom methodsthat try to create
globally consistenalignmentmodelphrasesegmen-
tations.

We first describetheinformationavailablewithin
alignmentdata, and go on to describea method
for extracting high quality phrasetranslationpairs
from suchdata.We thendiscussheimplicationsof
addingphrasatranslatiorpairsto thedecodingpro-
cess,and presentevaluationresultsthat shawv sig-
nificantimprovementsvhenapplyingthe described
extractiontechnique. We endwith a discussionof
strengthsandweaknessesf this methodandthe po-
tentialfor futurework.

2 Motivation

Alignmentmodelsassociatevordsandtheirtransla-
tionsatthe sentencéevel creatingatranslationexi-
conacrosghelanguagepair. For eachsentenceair,
themodelalsopresentshemaximallylikely associ-
ationbetweereachsourceandtargetwordacrosghe
sentencepair, forming an alignmentmap for each
sentenceair in thetrainingcorpus.Themostlikely
alignmentpatternbetweena sourceandtamet sen-
tenceunderthe trainedalignmentmodelwill bere-
ferredto asthe maximumapproximationwhich un-
derHMM alignment(Vogeletal., 1996)modelcor
respondgo the Viterbi path. A setof wordsin the
sourcesentenceassociatedvith a set of wordsin
the target sentencas considerech phrasalpair and
forms a partition within the alignmentmap. Fig-
urel. shavs a sourceandtamget sentencepair with
pointsindicatingalignmentpoints.

A phrasal translation pair within a sentence
pair can be representeds the 4-tuple hypothesis
H,(i,15,7,1:) representingnindex (4, j) andlength
(Is,1;) within thesourceandthetargetsentenceair
p, respectiiely. Thephrasakxtractiontaskinvolves
selectingphrasahypothesebasednthealignment
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Figure1l: SamplesourceS; andtarget T; aligment
map. Partitions/Potentialtranslationsfor source
phrases2s3areshovn by roundedboxes.

model (both the translationlexicon as well asthe
maximalapproximation).The maximalapproxima-
tion capturescontext at the sentencdevel, while
the lexicon providesa corpuslevel translationesti-
mate, motivating the alignmentmodelasa starting
point for phrasalextraction. The extraction tech-
nique must be able to handlealignmentsthat are
only partially correct,aswell ascasesvherethesen-
tencepairshave beenincorrectlymatchedasparallel
translationswithin the corpus. Accommodatingor
the noisy corpusis an increasinglyimportantcom-
ponentof the translationprocess,especiallywhen
consideringlanguagesvhere no manually aligned
parallelcorpusis available.

Building a phrasallexicon involves Generation,
Scoring, and Pruning steps,correspondingo gen-
eratinga setof candidatetranslationpairs, scoring
them basedon the translationmodel, and pruning
themto accountfor noisewithin the dataaswell as
the extractionprocess.

3 Generation

Thegeneratiorsteprefersto the procesf identify-
ing sourcephraseghatrequiretranslationsandthen
extracting translationsfrom the alignment model
data.We beggin by identifying all sourcdanguagen-
gramsuptosomen within thetrainingcorpus.When
thetestsentencethatrequiretranslationareknown,
we cansimply extractthosen-gramsthat appeairin
the test sentences.For eachof thesen-grams,we
createa setof candidatdranslationsextractedfrom
the corpus. The primary motivation to restrictthe
identification stepto the test sentencen-gramsis
savings in computationakxpense andthe resultis



a phrasaltranslationsourcethat extractstranslation
pairslimited to the testsentencesFor eachsource
languagen-gramwithin the pool, we have to find a

setof candidatdranslations.The generatiortaskis

formally definedasfinding H'g in Equation(1)

ﬁg S'tVHp(ialsajalt) € -ﬁa Di-Pi+is = 9 (1)

whereg is the sourcen-gramfor which we are ex-
tracting translations,H is the setof all partitions,
andp; refersto the word at positions in the source
sentencep. H, is thenthe setof all translations
for sourcen-gramg, andh is a specifictranslation
hypothesiswithin this set. When consideringonly
thosehypothesidranslationextractedfrom a partic-
ular sentenceair p, we useH, (p).

We extract thesecandidatedrom the alignment
map by examining each sentencepair where the
sourcen-gramoccursandextractingall possiblear-
get phrasetranslationsusing a sliding window ap-
proach.We extract candidateranslationsof phrase
length1 to I, startingat offset0 to 7 — 1. Figurel.
shaws circularboxesindicatingeachpotentialparti-
tion region. Oneparticularpartitionis indicatedby
theshading.

Overall occurrencesf then-gramwithin thesen-
tencesaswell asacrosssentencesa sizeablecan-
didatepool is generatedhat attemptsthe cover the
translatedusageof the sourcen-gramg within the
corpus.This setis large,andcontainssereral spuri-
oustranslationsanddoesnot considerothersource
side n-gramswithin eachsentence.The deliberate
choiceto avoid creatinga consistenpartitioning of
the sentencepairs acrossn-gramsreflectsthe abil-
ity to modelpartially correctalignmentswithin sen-
tences.This slidingwindow canberestrictedto ex-
cludeword-word translationsje I, # 1, [ # 1 if
othersourcesreavailablethatareknowvn to bemore
accurateNow thatthe candidatgpool hasbeengen-
eratedjt needgo bescoredandprunedto reflectrel-
ative confidencebetweencandidatdranslationsaand
to remaove spurioustranslationsdue to the sliding
window approach.

4 Scoring

The candidatetranslationsfor the sourcen-gram
now needto bescoredandrankedaccordingo some
measureof confidence.Eachcandidatetranslation

pair definesa partition within the sentencemap,
and this partitioning can be scoredfor confidence
in translationquality. We estimatetranslationcon-

fidenceby measure$rom threemodels;the estima-
tion from the maximumapproximation(alignment
map), estimationfrom the word basedtranslation
lexicon, and languagespecific measures.Each of

the scoringmethodsdiscussedelov contributesto

thefinal scoreunder(2)

FinalScore(h € ﬁg) = H(SCOTei(h € ﬁg))wi
(2

(2
where);, w; = 1 andh refersto a translationhy-
pothesidor a given sourcen-gramg. Fromnow on
wewill referto a Score with regardto aparticularg
implicitly.

4.1 Alignment Map

We definetwo kinds of scoreswithin sentenceon-
sisteng and acrosssentenceconsisteng from the
alignmentmap,in orderto represeniocalandglobal
contet effects.

4.2 Within Sentence

The partition definedby eachcandidatetranslation
pairimposesonstraintover the maximumapprox-
imation hypothesidor sentencef whichit occurs.
We evaluatethe partition by examining its consis-
teng/ with the maximum approximationhypothe-
sis by consideringthe alignmenthypothesigpoints
within the sentence.An alignmentpoint Ay (z,y)
(source tamet) is saidto be consistentf it occurs
within the partition definedby H,(i,1s,7,1t). Azy
is considerednconsistentn two cases.

i <z <itl;andy <jory>j+1lh) (3)

< j+lhiand(z<iorz>i+l;) (4)

Each Hy(i,1s,5,1;) in Hy(p) (4 --- i+l; defines
g ) determinesa setof consistentand inconsistent
points. Figure1l. shavs inconsistenpointswith re-

spectto the shadedpartition by drawving an X over

the alignmentpoint. The within sentenceconsis-
teng/ scoringmetricis definedin Equation(5).

J<y<

#cons

- #incons + Fcons
(5)

Scoreys(Hy(3,1s, j, 1))



This measure represents consisteng of
H,(i,1,7,1;) within the maximal approxima-
tion alignmentfor sentenceair p.

4.3 AcrossSentence

Severalhypothesiwithin ﬁg(p) aresimilaror iden-
tical to thosein H'g(q) wherep # gq. We wantto
scorehypothesighatareconsistenacrossentences
higherthanthosethatoccurrarely astheformerare
assumedo bethecorrecttranslationsn context. We
want to accountfor different contets acrosssen-
tencesthereforewe wantto highlight similar trans-
lations, not simply exact matches. We usea word
level Levensteindistanceto comparethe tamget side
hypothesesvithin H,. Eachelementh within H,
(the completecandidateranslationlist for g) is as-
signedtheaverage._evensteirdistancewith all other
elementsasits acrossentenceonsistencscoreef-
fectively performinga singlepassaverageink clus-
teringto identify the correcttranslations.

1
%S hen LD(h, h)

where LD calculatesthe Levensheindistancebe-
tweenthetargetphrasesvithin two hypothesis and
h, N is thenumberof elementsn H,.

The higherthe Score,s, the morelikely the hy-
pothesigpair is a correcttranslation.The clustering
approachaccountsfor noise due to incorrectsen-
tencealignment, as well as the different contexts
in which a particular sourcen-gram can be used.
As predicted by the formulation of this method,
preferences given towards shortertamget transla-
tions. This effect canbe countereddy introducinga
phrasdengthmodelto approximatehedifferencan
phrasedengthsacrosgshe languageboundary This
will bediscussedurtherasalanguagespecificscor
ing method.

Scoregs(h) (6)

4.4 Alignment Lexicon

The methodspresentedabore usedthe maximum
approximationto score candidatetranslation hy-
potheses.The translationlexicon generatedy the
IBM modelsprovides translationestimatesat the
word level built on the completetraining corpus.
Thesecorpuslevel estimatesanbe integratedinto
our scoringparadigmto balancethe sentencdevel
estimategrom thealignmentmapmethods.

The translationlexicon provides a conditional
probability estimatep(s;|t,) for eachA,(z,y) (s,
refersto theword at positionz in sentence) within
the maximum approximation. Dependingon the
directionin which the traditional IBM modelsare
trained,we caneitherconditionon the sourceor tar
getside,while joint probabilitymodelscangive usa
bidirectionalestimate.Thesetranslationprobability
estimatesreusedto weightthe A, (z, y) within the
methodsdescribedabore. Insteadof simply count-
ing the numberof consistent/inconstent Ay, (z,y),
we sumthe probability estimateg(s,|t,) for each
Ap(z,y). Sofarwe have only consideredhe points
within the partitionwherealignmentpointsarepre-
dicted by the maximalapproximation.The transla-
tion lexicon providesestimatest the word level, so
we canconstructascoringmeasurdor thecomplete
region within Hp(3,1s, j,1;) that modelsthe com-
pleteprobability of thepartition. Thelexical scoring
equationbelov modelsthis effect.

Scoreen(Hy(iy1s,3,1)) = [ D plsalty)
i<a<ly j<y<ls
(7)

This methodpreferslongertamget side phrasesdue
to the sum over the target words within the parti-
tion. Althoughit would alsoprefershortsourceside
phraseswe areonly concernedvith comparinghy-
pothesigoartitionsfor a givensourcen-gramg.

4.5 LanguageSpecific

The natureof the phrasalassociatiorbetweenlan-
guagesvariesdependingon the level of inflexion,
morphologyaswell asotherfactors. The predomi-
nantlanguagespecificcorrectionto thescoringtech-
niquesdiscusse@bore modelsdifferencesn phrase
lengthsacrosdanguagesFor example,whencom-
paringEnglishandChinesedranslationsyve seethat
on average,the English sentencds approximately
1.3 times longer (under our current sggmentation
in the small datatrack). To modeltheselanguage
specificeffects, we introducea phraselength scor
ing componentthat is basedon the ratio of sen-
tencelength betweenlanguages. We build a sen-
tencelength model basedon the DiffRatio statis-
tic definedas Dif f Ratio = 152 wherel is the
sourcesentencdengthandJ is the target sentence
length. Let upr bethe averageDif f Ratio over



the sentencesn the corpus,and o be the vari-
ancetherebydefininga normaldistribution overthe
DiffRatio statistic. Usingthe standardZ normaliza-
tion techniqueundera normal distribution param-
eterizedby ppr, 0% 5, We canestimatethe proba-
bility thata new DiffRatio calculatedon the phrasal
pair can be generatedy the model, giving us the
scoringestimatebelow.

SCOTelen(Hp(ia lsa ja lt)) = P(lsa lt|{,u‘DRa O-QDR})

(8)

To improve the modelwe might considerexam-
ining known phrasetranslationpairsif this datais

available. We explore the languagespecificdiffer-
encefurther by noting that Englishphrasesontain
several function words that typically align to the
empty Chineseword. We accountedor this effect
within the scoringprocesdy treatingall tagetlan-
guage(English) phrasesthat only differed by the
functionwordson the phraseboundaryasthe same
translation. The burdenof selectingthe appropriate
hypothesisvithin thedecodingprocesss movedto-
wardsthelanguagenodelunderthis correctve strat-

egy.
5 Pruning

Thelist of candidateranslationdor eachsourcen-

gram g is large, and must be prunedto selectthe

mostlikely setof translations. This pruningis re-

quiredto ensurethat the decodingprocessemains
computationallytractable. Simple thresholdmeth-
ods that rank hypothesedy their final scoreand

only save thetop N hypothesesvill notwork here,
sincephrasedliffer in thenumberof possiblecorrect
translationghey could have whenusedin different
contts. Given the scoreorderedsetof candidate
phrasesH,,, we would like to label somesubseias

incorrecttranslationsandremove themfrom the set.

We approactthis taskasa densityestimationprob-

lem wherewe needto separatdhe distribution of

the incorrectly translatedhypothesisfrom the dis-

tribution of the likely translations.Insteadof using

the maximumlik elihood criteria, we usethe maxi-

mal separatiorcriteriaie. selectinga splitting point

within the scoresto maximizethe differenceof the

meanscorebetweerdistributionsasshavn below.

(9)

SplitScore = argmazy(ph<p — Ph>p)

where u,<, is the meanscoreof thosehypothesis
with ascorelessthanp, anduy,> , isthemeanscore
of thosehypothesiswith a greaterthanor equalto
p. Oncepruningis completedwe corvertthescores
into aprobabilitymeasureonditionedonthesource
n-gramg andassignthe probability estimateasthe
translatiorprobabilityfor thehypothesish asshavn
below.

FinalScore(h)
Eﬁeﬁg FinalScore(h)

(10) calculatesdirect translation probabilities, ie

p(t|s). As mentionecearlier (OchandNey, 2002),
shawv that using direction translationestimatesin

the decodingprocessas comparedwith calculating
p(s|t) asprescribedy theBayesiarframevork does
not reducetranslationquality. Our resultscorrob-
oratethesefindings and we use (10) asthe phrase
level translationrmodelestimatewithin our decoder

p(t €hls=g) = (10)

6 Integration

Phrasetranslationpairs that are generatecby the
methoddescribedin this paperare finally scored
with estimatesf translationprobability which can
be conditionedon the tamget languagef necessary
Theseestimatedit cleanly into the decodingpro-
cess,except for the issueof phraselength. Tra-
ditional word lexicons proposetranslationsfor one
sourceword, while with phrasdranslationsasingle
hypothesigair canspanserseralwordsin the source
or tagetlanguage.Comparingbetweena paththat
usesa phrasecomparedto one that usesmultiple
words (even if the constituentwords arethe same)
is difficult. The word level pathway involves the
productof several probabilities whereaghe phrasal
pathis representedy one probability score. Po-
tential solutionsare to introducetranslationlength
modelsor to learnscalingfactorsfor phrase®f dif-
ferentlengths.Resultsan this papehave beengener
atedby empiricallydetermininga scalingfactorthat
wasinverselyproportionalto thelenthof thephrase,
causingeachtranslationto have a scorecompara-
ble to the productof the word to word translations
within thephrase.

7 HMM PhraseExtraction

In orderto compareour methodto a well under
stoodphrasebaselinewe presenta methodthat ex-



Name | Pairs | Chinese | English
Small | 3540 90K 115K
Large | 77558 2.46M 2.69M

Testing 993 27K NA

Table 1: Corpusfiguresindicatingno. of sentence
pairs,no. of ChineseandEnglishwords

tractsphrasedy hanestingtheViterbi pathfrom an
HMM alignmentmodel (Vogeletal., 1996). The
HMM alignmentmodelis computationallyfeasible
even for very long sentencesand the phraseex-

traction methoddoesnot have limits on the length
of extractedtamget side phrase. For eachsource
phraseranging from positionsi; to i, the target
phraseis given by jmi, = min;{j = a(i)} and
Jmaz = maz;{j = a(i)}, wherei = i;...i5 andj

refersto anindex in thetargetsentenceair. We cal-
culatephrasedranslationprobabilities(the scoregor

eachextractedphrase)asedon a statisticallexicon
for theconstituentvordsin thephrase As theIBM1

alignmentmodel gives the global optimumfor the
lexical probabilities this is the naturalchoice. This
leadsto the phrasdranslationprobability

p(alE) = 2 TT Y wlsilt)
7

where J and I denotesthe length of the tamget
phraset, sourcephrases, and the word probabil-
ities p(s;|t;) are estimatedusing the IBM1 word
alignmentmodel. The phrasesextractedfrom this
method can be useddirectly within our in-house
decoderwithout the significantchangeshat other
phraseébasednethodscouldrequire.

(11)

8 Experimentation

IBM alignmentmodelswere trained up to model
4 usingGIZA (Al Onaizanet al., 1999) from Chi-
neseto English and Chineseto English on two
tracksof data. Figuresdescribingthe characteris-
tics of eachtrack as well asthe testsentencesre
shavn in Table (1). All the datawere extracted
from a newswire source. We appliedour in house
sgmentationtoolkit on the Chinesedataand per
formedbasicpreprocessingvhich included;lower
casing,tagging dates,times and numberson both
languages.Translationquality is evaluatedby two

metrics, (MTEval, 2002)andBLEU (Papeneniet
al., 2001), both of which measuren-grammatches
betweerthe translatedext andthe referencerans-
lations.NIST is moresensitve to unigramprecision
dueto its emphasigoward high perpleity words.
Four referenceranslationsvere available for each
test sentence. We first compareagainsta system
built usingword level lexica only to reiteratetheim-
pactof phrasetranslation,andthenshov gainsby
our methodover a systemthat utilizes phraseex-
tractedfrom the HMM method.Theword level sys-
tem consistedof a hand crafted (Linguistics Data
Consortium)bilingual dictionary and a statistical
lexicon derived from training IBM modell. In our
experimentswe found thatalthoughtraining higher
orderIBM modelsdoesyield lower alignmenterror
rateswhenmeasureagainstmanuallyalignedsen-
tencesthehighesttranslationquality is achiered by
using a lexicon extractedfrom the Model 1 align-
ment. Experimentsvererun with alanguagemodel
(LM) built ona 20 million word news sourcecorpus
usingourin housedecodemhich performsa mono-
tonedecodingwithoutreordering.Toimplementour
phraseextractiontechnigue the maximumapprox-
imation alignmentswere combinedwith the union
operationasdescribedn (Ochetal., 1999),result-
ing in adensebut inaccuratealignmentmapasmea-
suredagainsta humanalignedgold standard.Since
bi-directionaltranslatiormodelsareavailable,scor
ing was performedin both directions, using IBM
Model 1 lexica for the within sentencescoring.The
final phrasdevel scoresccomputedn eachdirection
were combinedby a weighted averagebefore the
pruning step. Sourceside phraseswere restricted
to be of length 2 or highersinceword lexica were
available. Weightsfor eachscoringmetricwerede-
terminedempirically againsta validationset(align-
mentmapscoreswvere assignedhe highestweight-
ing). Table (2) shaws results on the small data
track,while Table(3) shavsresultsonthelargedata
track. The techniquedescribedn this paperis la-
belled Phrases in thetables. Theresultsshav that
the phraseaxtractionmethoddescribedn this paper
contrikute to statistically significantimprovements
over thebaselinevord andphrasdevel(HMM) sys-
tems. When comparedagainstthe HMM phrases,
ourtechniqueshaw statisticallysignificantimprove-
ments. Statisticalsignificanceis evaluatedby con-



Method | BLEU | NIST

Baseline-Vérd 0.135 6.19
Baseline-Vérd+Phrases 0.167 6.71
Baseline-HMM 0.166 6.49
Baseline-HMM+Phrases 0.174 6.71

Table2: Smalltrackresults

Method | BLEU | NIST
Baseline-Vérd 0.147 6.62
Baseline-Vérd+Phrases 0.190 7.48
Baseline-HMM 0.187 7.42
Baseline-HMM+Phrases 0.197 7.60

Table3: Largetrackresults

sidering deviations in sentencdevel NIST scores
overthe 993 sentencéestsetwith aNIST improve-
mentof 0.05beingstatisticallysignificantatthe0.01
alphalevel. In combinationwith theHMM method,
our techniquedeliversfurther gains, providing evi-
dencehatdifferentkindsof phrasesiave beenearnt
by eachmethod. The improvementscausedoy our
methodsis moreapparenin the NIST scorerather
thanthe BLEU score. We predictthatthis effect is
dueto thelanguagespecificcorrectionthattreatstar
getphrasesvith functionwordsattheboundariegs
the samephrase. This correctioncausethe burden
to beplacedonthelanguagenodelto selectthecor
rect phraseinstancefrom several possibletransla-
tions. Correctlytranslatingflunctionwordsdramati-
cally boostshe NIST measurasit placesemphasis
on high perpl«ity wordsie. thosewith diversecon-
texts.

9 Conclusions

We have presenteda method to efficiently ex-
tractphraserelationshipgrom IBM word alignment
modelsby leveragingthe maximumapproximation
aswell asthe word lexicon. Our methodis signifi-
cantlylesscomputationallyexpensve thanmethods
that attemptto explicitly model phraselevel inter-
actionswithin alignmentmodels,andrecorerswell
from noisy alignmentsat the sentenceand corpus
level. Thesignificantimprovementsabore the base-
line carry throughwhen this methodis combined
with otherphrasalandword level methods.Further

experimentationis requiredto fully appreciatehe
robustnessof this technique,especiallywhen con-
sideringa comparableput not parallel,corpus.The
languagespecificscoringmethodsave a significant
impactontranslationguality, andfurtherwork to ex-
tendthesemethoddo represenspecificcharacteris-
ticsof eachlanguagepromisego deliver furtherim-
provements.Althoughthe methodperformswell, it
lacksan explanatoryframevork throughthe extrac-
tion processinsteadt leverageshewell understood
fundamental®f thetraditionallBM models.

Combining phrase level knowledge sources
within a decodeiin an effective mannelis currently
our primary researchinterest,specificallyintegrat-
ing knowledge sourcesof varying reliability. Our
methodhas shavn to be an effective contrituting
componentvithin thetranslationframenork andwe
expectto continueto improve the stateof the art
within machineranslatiorby improving phrasakx-
tractionandintegration.
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