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Abstract

We investigate the change in perfor-
mance of automatic subcategorization
acquisition when a word sense disam-
biguation (WSD) system is employed
to guide the acquisition process. As a
subgoal, this involves creating a prob-
abilistic WSD system, which we eval-
uate on the SENSEVAL-2 English all-
words task data. We carry out an eval-
uation of the enriched subcategoriza-
tion acquisition system using 29 ‘dif-
ficult’ English verbs which shows that
WSD helps to improve the acquisition
performance.

1 Introduction

Subcategorization information is vital for suc-
cessful parsing, however, manual development of
large subcategorized lexicons has proved difficult
because predicates change behaviour between
sublanguages, domains and over time. Addi-
tionally, manually developed subcategorization
lexicons do not provide the relative frequency of
different subcategorization frames (SCFs) for a
given predicate, essential in a probabilistic ap-
proach.

Over the past years, several approaches have
been proposed for automatic acquisition of sub-
categorization from corpus data (e.g. (Briscoe
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and Carroll, 1997; Carroll et al., 1998; Sarkar
and Zeman, 2000)). Although these approaches
vary largely according to the methods used and
the number of SCFs being extracted, they per-
form similarly. They mostly gather informa-
tion about syntactic aspects of subcategoriza-
tion and do not distinguish between various
predicate senses. As no lexical/semantic infor-
mation is typically exploited, system output is
noisy and the accuracy of the resulting lexicons
shows room for improvement.

Recently, Korhonen (2002) has proposed a
method which makes use of the predominant
sense of a verb. Like the previous methods,
this method also acquires subcategorization spe-
cific to a verb form rather than sense. However,
it guides the acquisition process using back-off
(i.e. probability) estimates based on the predom-
inant sense of a verb in WordNet (Miller et al.,
1990) (as determined by the frequency data in
the associated SemCor corpus). These estimates
help to correct the acquired SCF distribution
and deal with sparse data. Where the sense is
assigned correctly, significant improvement is re-
ported in acquisition performance.!

This result shows that for many verbs, there is
some single predominating sense in corpus data
which accounts for most of the verbs subcate-
gorization behaviour and can therefore be use-
fully deployed to improve automatic acquisition.
However, for many highly polysemous verbs, the

'!On a set of 45 test verbs, the F-measure (Sec-
tion 4.2.1) improves by 17 against the baseline method,
which assumes no sense.



distribution of senses in balanced corpus data
tends to be flat rather than zipfian (Preiss et al.,
2002). For this important group of medium and
high frequency verbs, the predominant sense is
not frequent enough for back-off estimates based
on just this sense to yield maximum benefit. To
improve the acquisition performance, we need to
consider non-predominant senses as well.

In addition, the assumption that the predom-
inant sense is predictable, i.e. static across bal-
anced corpora is questionable. While the good
results obtained suggest that is often the case,
the ultimate goal of automatic acquisition is
to be able to produce domain specific lexicons.
SCF frequencies have been shown to vary across
corpus type (e.g. written vs. spoken language)
and genre (e.g. financial vs. balanced text) and
much of this variation is reported to be due to
the effects of different corpus genres on verb
sense and the effect of verb sense on subcatego-
rization (Roland et al., 2000; Roland and Juraf-
sky, 2001). Due to a lack of large manually sense
annotated corpora for each corpus type/genre,
the variable predominant sense would be better
determined using automatic word sense disam-
biguation (WSD). Such a system could also im-
prove acquisition for verbs which do not have a
clear predominant sense.

A small-scale experiment with manually sense
annotated data (i.e. 100% accurate WSD) has
shown that it is possible to improve SCF acqui-
sition of the ‘difficult’ highly polysemous verbs
by considering their non-predominating senses
as well (Preiss and Korhonen, 2002). In this
paper, a similar, but larger scale experiment is
reported using a real WSD system. We intro-
duce a new probabilistic combination WSD sys-
tem, which produces probability distributions
on senses, and we show that the system per-
forms comparably on the SENSEVAL-2 English
all-words task data (Palmer et al., 2002). Infor-
mation from this system is incorporated in the
subcategorization system using a novel method.
Finally, an experiment is reported with 29 dif-
ficult verbs which shows that real WSD can be
used to improve the accuracy of subcategoriza-
tion acquisition.

In Section 2 we introduce the basic subcatego-

rization acquisition system and report the mod-
ifications made to the system to enable it to use
WSD. Section 3 describes our probabilistic WSD
system. Results and discussion are presented in
Section 4 and conclusions are drawn in Section 5.

2 Subcategorization Acquisition

2.1 Baseline System

Building on the SCF acquisition framework
of Briscoe and Carroll (1997), Korhonen (2002)
has proposed a system which uses knowledge of
verb semantics to guide the process of subcate-
gorization acquisition.?

The system exploits the knowledge that se-
mantically similar verbs are similar in terms
of subcategorization. Levin (1993) has demon-
strated that verb senses divide into semantic
classes distinctive in terms of subcategorization.
Korhonen (2002) shows that many verb forms
also divide into such classes, according to their
predominant sense. For instance, the verb form
specific SCF distributions for fly and move cor-
relate quite closely because the predominant
senses of these verbs (according to the WordNet
frequency data) are similar. They both belong
to the Levin “Motion verbs”.

The system of Korhonen (2002) works by first
identifying the sense, i.e. the semantic class for
a predicate. The semantic classes are based on
Levin classes (Levin, 1993); mostly on broad
classes (e.g. 5l. “Motion verbs”) rather than
subclasses (e.g. 51.2 “Leave verbs”).3 Verbs
are classified according to their predominant
sense in WordNet. This is done using a map-
ping which links WordNet synsets with Levin
classes.?

After the semantic class is identified, the sys-
tem of Briscoe and Carroll (1997) is used to ac-
quire a putative SCF distribution from corpus
data. This system employs a robust statistical

2This system currently only treats verbs but plans are
under way to extend it to other parts of speech (nouns
and adjectives).

3The broad classes are more useful because they allow
adequate generalizations to be made, but are still distinc-
tive enough in terms of subcategorization to provide good
accuracy.

4See the work of Korhonen (2002) for details of the

mapping.



parser (Briscoe and Carroll, 2002) and a compre-
hensive classifier which is capable of distinguish-
ing 163 verbal SCF's — a superset of those found
in the ANLT (Boguraev and Briscoe, 1987) and
COMLEX Syntax dictionaries (Grishman et al.,
1994).

The SCF distribution is smoothed using the
probability (i.e. “back-off”) estimates of the
semantic class of the verb. The smoothing
method is linear interpolation (e.g. (Manning
and Schiitze, 1999)). The back-off estimates are
obtained using the following method:

(i) 4-5 representative verbs are chosen from a
verb class.’

(ii) SCF distributions are built for these verbs
by manually analysing c¢. 300 occurrences

of each verb in the British National Corpus
(BNC) (Leech, 1992).

(iii) The resulting SCF distributions are
merged, giving equal weight to each
distribution.

The back-off estimates for the “Motion verb”
fly, for example, are constructed by merging the
SCF distributions for 5 other “Motion verbs”
e.g. move, slide, arrive, travel, and sail.

As a final step, a simple empirically deter-
mined threshold is used on the probability esti-
mates after smoothing to filter out noisy SCFs.

2.2 Combining with WSD

Preiss and Korhonen (2002) modified the base-
line system for their small-scale experiment so
that it could benefit from disambiguating the
first and/or second most frequent senses of
verbs. Different corpus datasets were created
for the (1-2) senses being disambiguated (ini-
tial senses) and for the remaining senses (which
were grouped together). SCFs were acquired
separately for each of these datasets. For each
dataset corresponding to the initial senses, the
back-off estimates of the relevant sense were
used for smoothing. No smoothing was done in

®The verb for which subcategorization is being ac-
quired is always excluded.

the case of the dataset of grouped senses. Fi-
nally, the SCF lexicons acquired for different
datasets were merged, so that each lexicon re-
ceived a weight corresponding to its size. This
yielded a SCF distribution specific to a verb
form rather than sense.

Although Preiss and Korhonen (2002) re-
ported an improvement using this method®
they encountered sparse data problems in sub-
categorization acquisition, since many datasets
were simply too small to yield an accurate
lexicon. Separating out the data into different
datasets not only generated noise but was also
unnecessary: the lexicons have to be merged in
the end, to allow sensible comparison with the
baseline system and the use of the extant verb
form specific gold standard data.

We therefore employed a different method
which does not involve separating data. Instead
it involves using back-off estimates specific to
the sense distribution in our data, as determined
by our WSD system. Thus the method is iden-
tical to the baseline method presented in Sec-
tion 2.1, but a different method is adopted for
constructing back-off estimates: they are now
constructed from the back-off estimates of all
the senses our WSD system has detected (not
just the predominant), so that the contribution
of each set of estimates is weighted according
to the frequency of the corresponding senses in
corpus data.

We combined the different back-off estimates
using linear interpolation (Chen and Goodman,
1996). Let pj(scfi), j = 1...npo (Where ny, is
the number of back-off estimates) be the prob-
abilities of SCF's in different back-off distribu-
tions The estimated probability of the SCF in
the resulting combined back-off distribution is
calculated as follows:

Mbho

P(scf;) = Z Aj - pj(scfi)

i=1

5When 100% accurate WSD was used to simply sep-
arate the first sense from any other sense (for 7 verbs)
there was an increase in the F-measure from 74.3 to 77.6.
In the case of 3 verbs where three sense groups were dis-
tinguished there was an increase in the F-measure from
75.0 to 78.8. See Section 4 for calculation of F-measure.



where the \; denote weights for the different
distributions and sum to 1. The values for A; are
determined specific to a verb and are obtained
from the probabilistic WSD system.

3 Probabilistic WSD

WSD systems can either choose a single sense
for a word, or they can produce a probability
distribution on the word’s senses. We created
a system which produces a probability distribu-
tion for each noun, verb, adjective and adverb in
a text. This makes the system particularly suit-
able for the subcategorization acquisition appli-
cation: we extract the probability distributions
for our chosen verbs and combine them by com-
puting an average. This yields a probability dis-
tribution on senses for each verb” which is inte-
grated into the SCF acquisition system.

3.1 System Description

Our system is designed along the lines of
Stevenson and Wilks (2001), who use voting to
combine a number of knowledge sources to pro-
duce a WSD system. Each of our component
modules produces a probability distribution on
senses. These probability distributions are com-
bined, using the independence assumption, by
multiplication to yield probability distribution
on senses for each word. Our modules are
based on those described in Yarowsky (2000),
Mihalcea (2002) and Pedersen (2002), and can
be found in Table 1. We trained all modules
(except tagger and frequency which are not
trained) on SemCor, the English all-words SEN-
SEVAL-2 task test data and all data for the En-
glish lexical sample SENSEVAL-2 task. A part
of this training corpus is held out to create a
development corpus, which we use to obtain a
confidence in each module for each of our desired
verb.® The confidence value of each module is
used to decide the level of smoothing for the
module: the probability distribution for a word

"Note that this probability distribution is on Word-
Net 1.7.1 senses plus an extra ‘not available’ sense. The
senses are mapped to Levin using the mapping described
in Korhonen (2002).

81If a verb does not appear in the development corpus,

the confidence of the module for that verb is taken to be
an average of all the module’s confidences.

from a module with low confidence is smoothed
extensively to more approximate a uniform dis-
tribution.

We decided on the optimal combination of
modules based on the accuracy (F-measure) on
the English all-words task (for this evaluation,
the system was trained on all corpora apart from
the English all-words task). When the system
is run in a forced choice mode (the sense with
the highest probability is chosen), its precision
is 63.83% and recall 62.55% on the English all-
words task. This would place the system in the
third place (F-measure) in the English all-words
task (initial results).

4 Experiment

4.1 Test Data

Preiss et al. (2002) showed that high frequency
polysemous verbs whose predominant sense is
not very frequent are likely to benefit most from
WSD. As these verbs are particularly important
for practical NLP applications, we focused on
them — despite the fact that it made our task
harder: being exceptionally difficult for both
WSD and subcategorization acquisition, these
verbs are frequently used to examine the true
potential and limits of automatic acquisition.
We chose 29 of these verbs for investigation.
The verbs were chosen at random, subject to the
constraint that they occur in the SemCor data
in at least two broad Levin-style senses. The
WordNet senses of these verbs were mapped to
Levin senses, using as a starting point the map-
pings provided by Korhonen (2002) and Bon-
nie Dorr (the ‘LCS database’).” Those Word-
Net senses not covered in these mappings were
mapped to Levin senses (either original ones or
Dorr’s 26 additional Levin-style senses) manu-
ally. Senses very low in frequency and those
which could not be mapped to any extant Levin-
style senses were left out of consideration. The
maximum number of Levin senses considered
per verb was 4. These typically map to several
WordNet senses, as Levin assumes more coarse-
grained sense distinctions than WordNet.

9The database is available from http://www.umiacs.
umd.edu/~bonnie/verbs-English.lcs



Module Description

Tagger We use the Acquilex tagger (Elworthy, 1994), which produces a probability
distribution on CLAWS-II tags. We combine these to produce a distribution
on noun, verb, adjective and adverb.

Frequency | The frequency information is taken from WordNet, and converted into a prob-
ability distribution.

PoS Part of speech (PoS) of surrounding words (one word before, two words before,
etc.) produces a probability distribution on senses.

GR The grammatical role (subject, direct object and indirect object) is taken into
account for nouns, along with the corresponding verb to produce a probability
distribution.

Head Information about the word being a head of a (noun, verb, etc.) phrase is
taken into account to produce a probability distribution.

Trigram PoS trigrams produce a probability distribution on senses of certain words.
We used the NSP software for this module.®

“This is available from http://www.d.umn.edu/~tpederse/nsp.html

Table 1: Probabilistic Modules

The test verbs and their senses are shown
in Table 2. The senses, indicated by number
codes from Levin’s and Dorr’s classifications are
listed in the order of their frequency in SemCor,
starting from the predominant sense (marked as
1st).10

4.2 Evaluation
4.2.1 Method

We took a sample of 20 million words of the
BNC corpus and extracted all sentences contain-
ing any of the test verbs. After the extraction
process, we retained on average 1000 sentences
per verb. These sentences were disambiguated
using the probabilistic WSD system described
in Section 3 and then processed by the mod-
ified subcategorization system outlined in Sec-
tion 2.2. The latter constructs and uses for each
test verb an individual set of back-off estimates,
built by taking into account the different (2-4)
senses of test verbs and the frequency of these
senses in the corpus data (as detected by the
WSD system).

10This table displays senses as Levin subclasses where
such are available (e.g. 13.5), regardless of whether we
assumed a narrow or broad class (e.g. 13) in our method
for subcategorization acquisition. Note also that one ad-
ditional sense was used which does not appear in Levin
or Dorr: 017.

The results were evaluated against a manual
analysis of the corpus data. This was obtained
by analysing c. 300 occurrences for each test
verb in our BNC test data. 5-21 gold standard
SCFs were found for each verb (16 SCFs per
verb on average).

We calculated type precision (the percentage
of SCF types that the system proposes which
are correct), type recall (the percentage of SCF
types in the gold standard that the system pro-
poses) and F-measure:

P 2 -prcjcz:sz'on - recall (1)
precision + recall

We also compared the similarity between the
acquired unfiltered!! and gold standard SCF
distributions using various measures of distribu-
tional similarity: the Spearman rank correlation
(RC), Kullback-Leibler distance (KL), Jensen-
Shannon divergence (JS), cross entropy (CE),
skew divergence (SD), and intersection (IS). The
details of these measures and their application
to subcategorization acquisition can be found in
Korhonen and Krymolowski (2002).

Finally, we recorded the total number of SCF's
missing in the distributions, i.e. the type of false

"No threshold was applied to remove the noisy SCFs
from the distributions.



Senses

Verb Ist | 2nd | 3th | 4th
absorb 45.4 14 22.1
bear 058 | 31.2 | 014 | 26.4
choose 13.5 | 017
compose 47.8 | 26.4
conceive 26.4 | 29.1
concentrate | 45.4 | 31.1
continue 55.1 | 37.7
count 027 | 314 | 29.1
descend 51.1 | 55.1
distinguish | 23.1 | 30.2 | 29.1
embrace 47.8 | 36.2
establish 454 | 294 | 9.1
find 135 | 294 | 30.1
force 002 12

grasp 018 | 15.1
induce 26.4 | 002

keep 15.2 | 55.1 | 023
mark 25.1 | 29.1 | 23.1
offer 13.3 | 005
proclaim 29.3 | 37.7
provide 13.4 | 29.2

roar 43.2 | 37.3 | 51.3
seek 35.6 | 005 | 51.3 | 017
settle 9.6 017 36
strike 18.1 | 31.1 | 43.2
submit 11.1 | 37.7 | 13.2
wat 47.1 | 53.1 | 29.5
watch 30.2 35

write 25.2 | 37.1 | 36.1

Table 2: Test verbs and their senses

negatives which did not even occur in the unfil-
tered distributions. This was to investigate how
well a method deals with sparse data, i.e. how
accurate the back-off estimates are.

For comparison, we also reported results for
the baseline system described in Section 2.1
which backs-off to the predominant sense, and
for another version of this system which assumes
no sense at all (i.e. no back-off estimates are em-
ployed and no smoothing is done).

4.2.2 Results

Table 3 shows average results for the 29 verbs
with the two versions of the baseline system and
for the modified system which employs WSD.

We see that the performance improves with
the number of senses considered. The WSD
yields 3.3 better F-measure than the predomi-
nant sense, which in turn yields 6.8 better F-
measure than ‘no sense’. The improvement can
be observed on all measures (the only exceptions

Method

Measures No Sense | Predominant | WSD
Precision (%) 72.9 72.3 74.6
Recall (%) 31.3 38.9 42.2
F-measure 43.8 50.6 53.9
RC 0.59 0.57 0.61
KL 1.20 0.93 0.56
JS 0.10 0.10 0.09
CE 2.72 2.44 2.30
IS 0.72 0.80 0.97
Unseen SCF's 175 129 22

Table 3: Average results for 29 verbs

are precision and RC, which are slightly worse
for the predominant sense than ‘no sense’), but
particularly on those which evaluate the capa-
bility of the system to deal with sparse data.
From the total of 175 gold standard SCFs un-
seen in the unsmoothed lexicon, 107 are unseen
after using the predominant sense method, and
only 22 remain unseen after WSD is employed.

The effect of WSD is particularly clear on the
more sensitive measures of distributional sim-
ilarity which consider unfiltered (noisy) SCF
distributions and (unlike precision and recall)
evaluate the actual frequencies/ranks of SCFs.
IS indicates that there is a large intersection
between the acquired and gold standard SCFs
when WSD is used (0.97, as opposed to 0.80 with
the predominant sense). The improvement on
RC is smaller (0.04), demonstrating that WSD
improves the ranking of SCFs slightly.

From the entropy-based similarity measures
(KL, CE and JS), KL improves the most with
WSD (0.37 from the predominant and 0.56 from
‘no sense’). JS, which is considered the most ro-
bust of these measures, shows smaller but nev-
ertheless noticeable improvement.

Table 4 lists F-measure and JS results for each
of the individual test verbs. We see that, gener-
ally, WSD benefits the most those verbs which
are highly polysemous with 3-4 senses (e.g. bear,
count, distinguish, roar, wait) or verbs whose
various senses differ substantially in terms of
subcategorization (e.g. conceive, continue, em-
brace, grasp).

For example, a clear improvement is seen
with many of the verbs whose one sense in-
volves mainly NP/PP SCFs (e.g. He grasped



F-measure JS
Verb Pred. [ WSD || Pred. | WSD
absorb 40.0 40.0 0.08 0.07
bear 47.6 54.6 0.12 0.10
choose 62.5 62.5 0.06 0.06
compose 50.0 50.0 0.10 0.09
conceive 38.1 52.2 0.11 0.10
concentrate 50.0 50.0 0.21 0.15
continue 48.3 53.3 0.06 0.06
count 59.3 64.3 0.08 0.06
descend 61.5 61.5 0.03 0.03
distinguish 37.5 47.1 0.03 0.03
embrace 54.6 61.5 0.09 0.08
establish 23.5 33.3 0.04 0.04
find 48.0 48.0 0.15 0.14
force 66.7 66.7 0.17 0.16
grasp 45.5 54.6 0.07 0.05
induce 61.5 61.5 0.05 0.03
keep 50.0 50.0 0.14 0.13
mark 38.1 38.1 0.08 0.08
offer 47.6 47.6 0.06 0.06
proclaim 53.9 56.0 0.13 0.10
provide 42.9 42.9 0.06 0.06
roar 69.2 74.1 0.11 0.09
seek 66.7 60.0 0.16 0.12
settle 40.0 46.2 0.16 0.15
strike 61.5 64.0 0.16 0.14
submit 54.6 54.6 0.03 0.02
wait 31.6 47.6 0.10 0.09
watch 48.5 48.5 0.19 0.17
write 56.3 60.6 0.16 0.12

Table 4: F-measure and JS for test verbs

the door’s handle, and he entered the chamber
of secrets) and another one involves sentential
SCFs (e.g. Does anyone grasp that this was
done in 2000, and is old news?).

Due to diathesis alternations, an occurrence
of one SCF is likely to give rise to another, re-
lated SCF. Thus SCF's tend to occur in data as
‘families’. Detection of a verb sense can there-
fore result in detection of a whole family of new
(gold standard) SCFs.

One verb shows worse performance when
WSD is used: seek. Surprisingly, this verb is
highly polysemous and its senses differ substan-
tially in terms of subcategorization. In theory,
it is possible that if senses differ a lot in terms
of subcategorization and one of them is clearly
predominating in the data, then the detection of
any of the other senses may result in noise. Our
results show, however, that this is not usually
the case.

The verbs which do not show (clear) improve-
ment with WSD (e.g. choose, compose, induce,
watch) are not as highly polysemous (in our
coarse grained gold standard), although some of
their senses do differ substantially in terms of
subcategorization. It is possible that these verbs
occurred in our data mostly in their predominat-
ing sense and therefore WSD made little (or no)
difference. This is difficult to evaluate without
sense disambiguated data.

5 Conclusion

Our results showed that a state-of-the-art WSD
system can improve the accuracy of SCF acqui-
sition for difficult verbs. Interestingly, they also
showed that it is not only the degree of polysemy
which determines the need of WSD (Preiss et
al., 2002) but also how much the senses differ in
terms of subcategorization.

Further research is warranted to improve the
results further. We intend to investigate bet-
ter ways of integrating the acquired sense (fre-
quency) information into the SCF system, and
continue refining our method for subcategoriza-
tion acquisition. Time will also be invested in
automatically acquiring a large training corpus
for the probabilistic WSD system (e.g. (Mihal-
cea and Moldovan, 1999)), which should increase
the system’s performance.
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