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Abstract

This paper deseibes hov a machire-
learrning namedentity recoqrizer (NER)
onuppe casetext canbeimprovedby us-
ing amixedcaseNER andsomeunlalkeled
text. Themixed caseNER canbe usel to
tagsomeunlabeledmixedcaseext, which
arethenusedasaddtional training mate-
rial for theuppe caseNER. We showthat
this apprach redwces the perfomance
gapbetweenthe mixed caseNER andthe
uppe caseNER substatially, by 39%for
MUC-6 and 22% for MUC-7 nameden-
tity testdata Our methdl is thus usefu
in improving theaccuacy of NERson up-
percaseext, suchastranscribed text from
automaitc speeh recagnizers wherecase
informationis missirg.

1 Intr oduction

In this paperwe propcseusing a mixed casenamed
entity recaynize (NER) that is trained on labeled
text, to further train an upper case NER. In the
Sixth and Seventh Messa@e Undergandng Confer-
ences (MUC-6, 1995 MUC-7, 1998) the named
entity task corsistsof labding namedentities with
the classes PERSON, ORGANIZATION, LOCA-
TION, DATE, TIME, MONEY, andPERCENT. We
conductedexperimentson upper casenamedentity
recoqnition, andshoved how unlabeledmixed case
text can be usedto improve the resuls of an up-
per caseNER on the official MUC-6 and MUC-7

Hwee Tou Ng
Departmenbf ComputerScience
Schoolof Computng
NationalUniversity of Singapore
3 ScienceDrive 2
Singaporel17543

nght @onp. nus. edu. sg

Mixed Case: Conswela Washindon, a longtime
House stafer and an expert in secuities laws,
is a leadng candidate to be charwoman of the
SecuritesandExcharge Commissionin the Clinton
administratian.

Upper Case: CONSJUELA WASHINGTON, A
LONGTIME HOUSE STAFFER AND AN EX-
PERT IN SEQJRITIES LAWS, IS A LEADING
CANDIDATE TO BE CHAIRWOMAN OF THE
SECLRITIES AND EXCHANGE COMMIS-
SION IN THE CLINTON ADMINISTRATION.

Figurel: Examples of mixedanduppercase text

test data. Besidesupper casetext, this apprach
canalso be applied on transribed text from auto

maticspeechrecqgynizesin SpeectiNormalized Or-

thographic Represetation (SNOR)format, or from

optical chamacterrecogrition (OCR) output. For the
Englishlanguage a word starting with a capital let-

ter often designatesa namedentity. Upper case
NERs do not have caseinformation to help them
to distinguish namedentities from nornrnameden-
tities. Whendatais spar®, mary hamedentitiesin

the testdatawould be unknown words. This malkes
uppe casenamedentity recogqnition more difficult

thanmixed case. Even a humanwould experience
greaer difficulty in annoating uppercasetext than

mixed casetext (Figurel).

We propcseusingamixedcaseNERto “teach’ an
uppe caseNER, by makinguseof unlakeledmixed
casetext. With the abundanceof mixed caseun-



labelked texts available in so mary corpaa and on
the Intemet, it will be easyto apply our apprach
to improve the perfaomanceof NER on uppe case
text. Our apprach doesnot satidy the uswal as-
sumptonsof co-traning (Blum andMitchell, 1998).

Intuitively, however, onewould expectsomeinfor-

mationto be gainal from mixed caseunlateledtext,

where caseinformation is helgful in pointing out
new wordsthat could be namedentties. We show
empirically that such an appoach canindeedim-

prove the perfoomanceof anuppe caseNER.

In Section5, we show thatfor MUC-6, this way
of using unlabeledtext can bring a relatve reduc
tion in errors of 38.68% betweerthe uppercaseand
mixedcaseNERs.For MUC-7 therelative redudion
in errarsis 22.49%.

2 RelatedWork

Consicerable amount of work has been done in
recent yeas on NERs, parly due to the Mes-
sage Underganding Conferances (MUC-6, 1995
MUC-7, 1998). Machine leaming methals suc
as BBN's IdentiFinde (Bikel, Schwartz, and
Weischelel, 1999 andBorthwick's MENE (Borth-
wick, 199) have shown that machire learring
NERs can achieve compagble performance with
systans using hard-coced rules. Bikel, Schwartz,
andWeischedel(1999) have alsoshownhow mixed
casetext can be autamatically corvertedto uppe
caseSNORor OCR format to train NERsto work
on suchformats. Thereis also somework on un-
supevised learring for mixed case named entity
recoquition (Collins and Singer 1999 Cucerza
and Yarowsky, 1999. Collins and Singer (1999
investigatednamedentity classification using Ad-
aboast, CoBoost,andthe EM algarithm. However,
featues were extracted using a parsetr and perfor-
mancewas evaluaed differently (the clas®s were
persm, orgarization, location,andnoise). Cucerza
and Yarowsky (199) built a crosslanguageNER,
andthe perfomanceon English waslow comparel
to supevised singe-language NER suchas Identi
Finder We suspect thatit will be hard for purely
unsipervisedmethod to perfom aswell assuper-
visedones.

Seger(2001) gave a comprénensive summaryof
recen work in leaming with labded and unlakeled

data. Thereis muchrecent researchon co-training,
such as (Blum and Mitchell, 199; Collins and
Singer 1999 Pierceand Cardie,2001). Most co-
training methals involve using two classfiers built
ondifferentsetsof features.Insteadof usingdistinct
setsof features,GoldmanandZhou(2000) used dif-
ferent classficationalgarithmsto do co-training

Blum and Mitchell (1998 showedthat in orde
for PAC-like guamantee to hold for co-traning, fea-
turesshauld be divided into two disjoint setssatis
fying: (1) eachsetis sufiicient for a classifier to
learn a concept correctly; and (2) the two setsare
condtionally independent of eachother Eachsetof
featurescanbe usedto build a classdfier, resuting in
two independet classfiers, A andB. Classificatbns
by A on unlakeleddatacanthenbe used to further
train classifier B, andvice versa.Intuitively, thein-
dependene@ assumpbn is thereso that the classifi-
cations of A would be informative to B. Whenthe
independ@&ce assumpbn is violated, the decisbns
of A may not be informative to B. In this cas, the
postive effect of having moredatamaybe offsetby
the negative effect of introduchng noise into the data
(classifier A might not be alwayscorrect).

Nigam and Ghani (2000) invedigatedthe differ-
encein performancewith andwithoutafeaturesplit,
andshovedthatco-trainingwith afeature split gives
bette perfoomance. However, the comparsonthey
madeis betweenco-traning and selftraining. In
selftraining, only oneclassfier is usedto tag unla
beleddata,after which the moreconfidernly tagged
datais reusedo train the sameclassfier.

Many naturd language processingproblems do
not shav the natual featue split dispayed by the
web pageclassfication taskstuded in previous co-
training work. Our work does not really fall unde
the paradgm of co-traning. Insteadof co-operatin
betweentwo classfiers, we usel a strorger classt
fier to teadh a wealer one. In addtion, it exhibits
the following differences: (1) the features are not
at all independet (uppe casefeatuescanbe sea
asa subst of the mixed casefeatures);and(2) The
addtional featules available to the mixed casesys-
temwill neverbeavailable to theuppercasesystem.
Co-traning ofteninvolvescombiring thetwo differ-
entsetsof featuresto obtainafinal systemn thatout-
perfoms eithe system alore. In our context, how-
ever, the upper casesysten will never have acces



to someof the casebasedfeaturesavailable to the
mixed casesystem.

Due to the above rea®n, it is unreasondle to
exped the performanceof the uppercaseNER to
matchthatof themixedcaseNER.However, we still
manageo achieve aconsderalbie reduction of errors
betweenthe two NERs whenthey aretestal on the
official MUC-6 andMUC-7 testdata

3 SystemDescription

We usethe maximumentrqoy framawork to build
two classifiers: an upper cae NER and a mixed
caseNER. The uppercaseNER does not have ac-
cesgo caseinformationof thetraining andtestdata,
and hencecanrot malke useof all the featuresused
by the mixed caseNER. We will first descibe how
the mixed caseNER is built. More detals of this
mixed caseNER and its performanceare given in
(Chieu and Ng, 2002) Our appoachis similar
to the MENE sygem of (Borthwick, 1999). Each
word is assigieda nameclass basedon its features.
EachnameclassN is subdvidedinto 4 clas®s,i.e.,
N_begin, N_continue, N_end andN_unique. Hence,
thereis a total of 29 classes(7 nameclases x 4
sub<classs + 1 not-a-nameclasg.

3.1 Maximum Entropy

The maximumentrqpy framework estimaesproba
bilities basedon the principle of makingasfew as-
sumptbnsaspossble, otherthanthe congraintsim-
posal. Suchconstaints are derived from training
data,expresing somerelationshipbetwee features
andoutoome. The probability distribution that sat-
isfies the above property is the one with the high-
estentropy. It is unique, agree with the maximum-
likelihooddistribution, andhasthe exporentialform
(Della Pietra,Della Pietra,andLafferty, 1997):

1 k i(h,o
p(olh) = % H afj( ),
j=1

whereo refersto the outcame, h the history (or con
text), and Z (h) is anormalizationfunction. In addr
tion, eachfeatue function f;(h, o)is a binary func-
tion. For example,in predicting if aword belongsto
aword class o is either true or false,andh refersto

the surraunding context:

1 if o =true, previousword = the
1(h,0) = { 0 otherwise
The paranetersa; are estimaed by a procedire
called Geneaslizedlterative Scaling(G1S) (Darroch
andRatcliff, 1972. Thisis aniterative methodthat
improves the estimdion of the parametes at each
iteration.

3.2 Featuresfor Mixed CaseNER

The featwreswe useal canbe divided into 2 classes:
local andglobal. Local featuresarefeatuesthatare
basel on neighboring tokens, aswell asthe token
itself. Global featuesare extracted from other oc-
currencesof the sametokenin the whole documaent.

Featurs in the maximumentropy framework are
binary. Featureselecionisimplemenedusingafea-
turecutdf: featuesseeriessthanasmallcountdur-
ing training will notbe usal. We group thefeatures
usedinto feature groups. Eachgroup canbe made
up of mary binaryfeatures.For eat tokenw, zero,
one,or moreof thefeatuesin eachgrouparesetto
1.

Thelocal featuregroups are:

Non-Contextual Feature: This featue is setto
1 for all tokens. This featue imposes condraints
thatarebasel on the probability of eachnameclass
during training.

Zone: MUC datacontainsSGML tags,andadoc
umentis dividedinto zores(e.g.,headines andtext
zones). The zoneto which a token belongsis usal
asafeatue. For example,in MUC-6, therearefour
zones (TXT, HL, DATELINE, DD). Hence,for eath
token, one of the four featueszoned XT, zoneHL,
zoneDATELINE, or zonebD is setto 1, and the
othe 3 aresetto 0.

Caseand Zone: If thetoken w stars with a cap-
ital letter (initCap9, thenanaddiional featue (init-
Caps,zore)is setto 1. If it is madeup of all capitd
letters, then (allCaps,zong is setto 1. If it contains
both uppe andlower caseletters then(mixedCays,
zong is setto 1. A token thatis allCapswill alsobe
initCaps. This group conssts of (3 x total numbe
of possible zones) featues.

Case and Zone of wy; and w—q: Similarly,
if wyq (or w—_p) is initCaps, a feaure (initCaps,



| Tokensatidies | Example| Featue |
Startswith a capitd Mr. InitCap-
letter, endswith a periad Period
Contansonly one A OneCap
captal letter
All captal lettersand CORP. AllCaps-
period Period
Contansadigit AB3, Contan-
747 Digit
Madeup of 2 digits 99 TwoD
Madeup of 4 digits 1999 FourD
Madeup of digits 01/01 Digit-
andslash slash
Contansadollar sign uUS$20 Dollar
Contansaperentsign | 20% Percent
Contansdigit andperiod | $US3.20| Digit-
Period

Tablel: Featuesbasel on thetoken string

zongygxr (or (initCaps, zore)prry) is setto 1,
etc.

Token Information: This group corsistsof 10
featuesbaseal on the string w, aslistedin Table 1.
For example,if a token stars with a captal letter
andendswith aperiad (suchasMr.), then thefeatue
InitCapPeriod is setto 1, etc.

First Word: Thisfeatue grouyp contansonly one
featue firstwad. If the token is the first word of a
sentace, thenthis featue is setto 1. Otherwisg it
is setto O.

Lexicon Feature: The string of the token w is
usedasa feature. This groupcortainsalarge num-
ber of features(onefor eachtoken string presemin
thetraining datg. At mostonefeatue in this group
will be setto 1. If w is seeninfrequenly during
training (lessthana smallcourt), thenw will notse-
lected asa featue andall featuresin this group are
setto 0.

Lexicon Feature of Previous and Next Token:
The string of the previous token w_; andthe next
token w4 is usedwith the initCaps information
of w. If w hasinitCaps, then a featute (initCaps,
w41) NExT IS Setto 1. If w is notinitCaps, then(not-
initCaps, w1)vexr IS setto 1. Samefor w_;. In
the casewherethe next token w, ; is ahyphen, then
w9 IS alsousedasa featue: (initCaps, wy2) NpxT

is setto 1. Thisis becawgein mary casesthe use
of hyphens can be consiteredto be optional (e.g.,
“third-quater” or “third quater”).

Out-of-Vocabulary: We derived a lexicon list
from WordNet 1.6, andwordsthat arenot found in
thislist have afeature out-of-vocahulary setto 1.

Dictionaries Dueto thelimited amour of train-
ing materia] namedictionaiies have beenfound to
be useful in the namedentity task. The souces
of our dictionaries are listed in Table2. A token
w IS testa againstthe words in eachof the four
lists of location namescorpaatenamespersa first
namesandpersa lastnameslf w isfound in alist,
thecorrepondng featurefor thatlist will besetto 1.
For example if Barry is found in the list of persm
first names,then the feature PersonkrstNamewill
be setto 1. Similarly, the tokensw,; andw_; are
testel agains eachlist, andif found, a correspond
ing featue will be setto 1. For example if wy; is
found in the list of persm first names,the featue
PersonkrstNameygxr is setto 1.

Month Names, Days of the Week, and Num-
bers. If w is oneof January, Februaly, ..., Decem-
ber, thenthe featue MonthNaneis setto 1. If w is
oneof Monday Tuesdg, ..., Surday, thenthe fea-
ture DayOfTheWekis setto 1. If w is a numbe
string (suchasone two, etc),thenthe feature Num-
berSring is setto 1.

Suffixesand Prefixes This group containsonly
two featues: Corparate-Sufix and PersonPrefix
Two lists, Corporate-Sufix-List (for corpaate suf-
fixes) and PersonPrefix-List (for peron prefixes),
are collectedfrom the training data. For a token w
thatis in a conseutive sequenceof initCaps tokens
(W_rpy---sw,...,wiy), if ary of the tokens from
w41 t0 wy, isin Corporate-Sufix-List, thena fea-
ture Corporate-Sufix is setto 1. If ary of the to-
kensfrom w_,,_1 to w_; is in PersonPrefix-List
thenanaher featue PersonPrefixis setto 1. Note
that we checkfor w_,, 1, the word precealing the
congecutive sequaceof initCapstokers, sinceper-
sonprefixeslike Mr., Dr. etcarenot part of persm
names,whereascorporate sufiixes like Corp., Inc.
etcarepart of corporatenames.

Theglobal featue groupsare:

InitCaps of Other Occurrences Thereare2 fea-
turesin this group, chedking for whetherthefirst oc-
currenceof the sameword in anunambigiousposk



| Descrption | Source

Location Names

http://www.timeanddé&e.com
http://www.cityguide.trarel-guides.com
http://www.worldtravelguide.net

CorpaateNames

http://mww.fmix.com

PersorFirst Names
PersonLastNames

http://www.census.gv/gerealog/names

Table2: Sourceof Dictionaries

tion (nonfirst-wordsin the TXT or TEXTzone$ in

the samedoaumentis initCaps or not-initCaps For
aword whoseinitCaps might be dueto its postion
rathe thanits meanimg (in headines, first word of a
sentaice, etc), the caseinformation of otheroccur-
rences might be moreaccuatethan its own.

Corporate Suffixes and Person Prefixes of
Other Occurrences With the same Corporate-
Sufix-List and PersonPrefix-Listusedin local fea-
tures for atokenw seerelsavherein thesamedocu
mentwith oneof thesesuffixes(or prefixes) anaher
featue OtherCS(or OtherPP) is setto 1.

Acronyms Wordsmadeup of all captalized let-
tersin thetext zonewill bestored asacroryms(e.g.,
IBM). The systen will thenlook for sequacesof
initial captalized words that match the acroryms
found in the whole documen. Suchsequencesare
givenaddiiond featuresof A_begin, A_continue or
A_end andtheacrorym is givenafeatue A_unique.
For example if “FCC” and “Federd Communica
tions Commission”are both found in a documaent,
then“Federl” hasA_bgin setto 1, “Communica
tions’ hasA_continue setto 1, “Commissian” has
A_endsetto 1, and“FCC” hasA_unique setto 1.

Sequenceof Initial Caps In thesenence“Even
News Broadcastirg Corp.,notedfor its accurde re-
porting, madetheerron@usanmouncenent!, aNER
may mistale “Even News Broadcasing Corp’ as
an orgarization name. However, it is unlikely that
othe occurencesof “News Broadcastirg Corp? in
thesamedocumentalsoco-occurwith “Even”. This
grouw of featuesattemyts to capure suchinforma-
tion. For every seqienceof initi al capitdized words,
its longest sulstring that occuss in the samedocu
mentis identified. For this example, since the se-
querce “Even News Broadastirg Corp” only ap-
pearsoncein thedocument,its longestsukstringthat

occusin thesamedocumentis “News Broad@stirg
Corp?. In this case “News” hasan additonal fea-
ture of I_bggin setto 1,“Broadcastirg” hasan addk
tiond feature of I_continuesetto 1, and“Corp.” has
anadditionalfeatue of I_endsetto 1.

Unique Occurrencesand Zone: This group of
featuesindicateswhetherthe word w is uniquein
the whole document. w needsto be in initCapsto
be corsideral for this featue. If w is unique, thena
featue (Unique, Zone)is setto 1, whereZoneis the
documentzonre wherew appeas.

3.3 Featuresfor Upper CaseNER

All featuesusedfor the mixed caseNER areusdal
by the uppercaseNER, except thosethat require
caseinformation.

Among local featues, Caseand Zone InitCap-
Period, andOneCaparenot usel by the uppercase
NER. Among global features, only OtherCS and
OtherPP are usedfor the uppe caseNER, since
the othe global featues require caseinformation.
For Corporate-Sufix and PersonPrefix asthe se-
querce of initCaps is not available in upper case
text, only the next word (previous word) is testeal
for Corporate-Sufix (Person-Pefix).

3.4 Testing

During testirg, it is possble that the classfier
producesa sequeace of inadmissble clases(e.g.,
person.begyin followed by location unique). To
eliminate such seqences we define a transtion
probability betwea word classes P(c|cj) to be
equd to 1 if the seqenceis admissble, and O
othewise. The probability of theclasss ¢, ..., ¢,

assigedto thewordsin asent@&ces in adoaument
D is definedasfollows:
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Figure 2: The whole processof re-traning the uppea caseNER. = signifiesthat the text is convertedto
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n
P(ci,...,cnls, D) = HP(Cz'|3aD) * Pcilei-1),
i=1
where P(c;|s, D) is detemined by the maximum
entrqpy classfier. A dynamic progjammingalgo-
rithm is then usedto select the sequace of word
claseswith the highestprobability.

4 TeachingProcess

Theteaclhing procesis illustratedin Figure2. This
processcanbedivided into thefollowing steps

Training NERs. First, a mixed ca® NER
(MNER) is trainedfrom someinitial corpus C', man-
ually taggedwith namedentities. This corpusis also
corvertedto uppercasein orde to train anoherup-
per caseNER (UNER). UNER is required by our
methodof exampleselection.

Baseline Test on Unlabeled Data. Apply the
trained MNER on someunlabeledmixed casetexts
to produwce mixed casetexts thataremachine-tagyed
with named entities (text-mnertagged). Corvert
the original unlabeled mixed casetexts to uppe
caseandsimilady apply thetrainedUNER onthes
texts to obtainuppercasetexts machire-taggdwith
namedentities (text-une-tagged.

Example Selectilm. Comparetext-mnertagged
andtext-unertagged andselect tokensin which the
classfication by MNER differs from thatof UNER
The class assigred by MNER is consderedto be
correct, andwill beusedasnew training data These
tokensarecollectedinto aset(’.

Retraining for Final Upper CaseNER. Both C
andC’ areusedto retran anupper caseNER. How-
ever, tokens from C are given a weight of 2 (i.e.,
eachtoken is usedtwicein thetraining data), andto-
kensfrom C’ aweightof 1, since C is morereliable
thanC’ (humantaggel versusmachine-tagyed).

5 Experimental Results

For manualy labded data(compusC), we usedonly
the official training data provided by the MUC-6
and MUC-7 confeences i.e., using MUC-6 train-
ing dataand tesing on MUC-6 test data, and us-
ing MUC-7 training data andtestirg on MUC-7 test
datal The task definitionsfor MUC-6 and MUC-
7 are not exactly idertical, so we could not com-
binethetraining data The original MUC-6 training
datahasatotal of approimately 160,00tokensand

IMUC datacanbe obtainedfrom the Linguistic DataCon-
sortium: http://www.ldc.upenn.edu
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Figure 3: Improvementsin F-measureon MUC-6
plotted againstamountof selected unlabeled data
used

MUC-7 atotal of approximately 180,000tokers.

Theunlateledtext is dravn from the TREC (Text
REtrieval Confeence) corpws, 1992 Wall Street
Joumal secton. We have usead atotd of 4,893ar
ticles with a totad of appgoximatdy 2,161,M0 to-
kens After exampleselection, thisredwesthenum-
ber of tokers to approimately 46,00 for MUC-6
and67,00 for MUC-7.

Figure3 andFigure4 shaw theresutsfor MUC-6
andMUC-7 obtained plotted agairst the numberof
unlabeledinstancesused. As expeckd, it increases
the recal in eachdomain,as more namesor their
contkexts areleamedfrom unlabeleddata. However,
asmoreunlakeleddatais used, predsion drops due
to the noise introducedin the machire taggel data.
For MUC-6, F-measuregerfomancepealed at the
point where30,0M® tokensof machinelabeled data
are addedto the original manualy taggel 160,0®
tokens. For MUC-7, pelformancepealed at 20,00
tokensof machindabelad data,addedo theoriginal
manualy tagged 180,000tokens.

The improvements achieved are summarizd in
Table3. It is clea from thetablethatthis metha of
using unlabeled databrings consderalde improve-
ment for both MUC-6 and MUC-7 namedentity
task.

Theresut of theteading processfor MUC-6is a
lot betterthanthat of MUC-7. We think thatthis is
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Figure 4: Improvementsin F-measureon MUC-7
plotted againstamountof selected unlabeled data
used

| Systems | MUC-6 | MUC-7 |
Baselire UpperCaseNER 87.9%6 | 79.8%
BestTaughtUpperCaseNER | 90.026 | 81.52%
MixedcaseNER 93.27%%6 | 87.24%
Reductonin relative error 38.68%6 | 22.49%

Table3: F-measur®n MUC-6 andMUC-7 testdata

dueto thefoll owing rea®ns:

Better Mixed Case NER for MUC-6 than
MUC-7. ThemixedcaseNERtrainedonthe MUC-
6 officially releasedtraining data achieved an F-
measue of 93.22%6 on the official MUC-6 testdata,
while that of MUC-7 (also trained on only the offi-
cial MUC-7 training data)achevedanF-measuref
only 87.24%.As the mixed caseNER is usedasthe
teacler, abadteaterdoesnot helpasmuch.

Domain Shift in MUC-7. Anotherpossiblecaus
is thatthere is a domainshift in MUC-7 for the for-
mal test(training articles are aviation disagersarti-
clesandtestarticles are missilefocket launcharti-
cles) The domainof the MUC-7 testdatais also
very spedfic, and hene it might exhibit different
propertiesfrom thetraining andthe unlakeleddata

The Source of Unlabeled Data. The unlakeled
datausedis from the samesource as MUC-6, but
different for MUC-7 (MUC-6 articles and the un-
labeked articles are all Wall StreetJounal articles,



whereasMUC-7 articlesare New York Times arti-
cles)

6 Conclusion

In this paperwe have shownthatthe perfarmanceof
NERson uppe casetext canbe improved by using
a mixed caseNER with unlabeledtext. Nameden-
tity recagnition on mixed casetext is easer thanon
uppe casetext, wherecaseinformation is unavail-
able. By using the teacling processwe canredue

the perfoomancegapbetwea mixed anduppe case

NER by asmuchas 39% for MUC-6 and 22% for
MUC-7. This apprachcanbe usedto improve the
perfoomanceof NERs on spe&h recagnition output,
or even for other taskssuchas part-d-spesch tag-
ging, where caseinformationis helpful. With the
alundane of unlalkeledtext available, suchan ap-

proach requiresno additional anrotation effort, and

hene is easily applicable
This way of teacling a wealer clasdfier canalso
be usedin other domairs, wherethe taskis to in-

fer X — Y, and an alundanceof unlakeled data

D = {X, Z} is available. If onepos®sses secoml
classfier (X,Z) — Y sud that Z provides addi
tiond “useful” information that can be utilized by
this secomnl classfier, then one can usethis secomnl
clasdfier to automattally tag the unlabeleddataD,
andselectfrom D examplesthatcanbe usedto sup
plemert thetraining datafor training X — Y.
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