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Abstract

We presenta documentcompressiorsys-
temthatusesa hierarchicahoisy-channel
model of text production. Our compres-
sionsystentfirst automaticallyderivesthe
syntacticstructureof eachsentenceand
the overall discoursestructureof the text
givenasinput. Thesystenthenusesasta-
tistical hierarchicalmodel of text produc-
tion in orderto drop non-importantsyn-
tactic and discourseconstituentsso asto
generateoherentgrammaticablocument
compressionsf arbitrarylength. The sys-
tem outperformsboth a baselineand a
sentence-basedompressionsystemthat
operatesby simplifying sequentiallyall
sentencesn a text. Our resultssupport
the claim that discourseknowledgeplays
animportantrolein documensummariza-
tion.

1 Intr oduction

Single documentsummarizatiorsystemsproposed
to datefall within oneof thefollowing threeclasses:

Extractive summarizers simply selectandpresent
to the user the most important sentencesn
a text — see (Mani and Mayhbury, 1999;
Marcu, 2000; Mani, 2001) for comprehensie
overviews of the methodsandalgorithmsused
to accomplistthis.

Headline generators arenoisy-channeprobabilis-
tic systemsthat are trained on large corpora
of (Headline, Text) pairs (Bankoet al., 2000;

Bemer and Mittal, 2000). Thesesystemspro-
duceshortsequencesf wordsthatareindica-
tive of the contentof thetext givenasinput.

Sentencesimplification systems (Chandrasekaet
al., 1996; Mahesh,1997; Carroll et al., 1998;
Grefenstette,1998; Jing, 2000; Knight and
Marcu,2000)arecapableof compressindong
sentencedy deleting unimportantwords and
phrases.

Extraction-basedummarizersften produceout-
putsthatcontainnon-importansentencdragments.
For example, the hypotheticalextractive summary
of Text (1), whichis shavnin Tablel, canbe com-
pactedfurther by deletingthe clause“which is al-
readyalmostenoughto win”. Headline-basedum-
maries,suchasthat shovn in Table 1, are usually
indicative of a text's contentbut not informative,
grammaticalpor coherent By repeatedhapplyinga
sentence-simplificatioalgorithmone sentencet a
time, onecancompress text; yet, the outputsgen-
eratedin this way are likely to be incoherentand
to containunimportantinformation. Whensumma-
rizing text, somesentenceshouldbe droppedalto-
gether

Ideally, we would like to build systemghat have
thestrengthof all thesethreeclasse®f approaches.
The “Document Compression”entry in Table 1
shonvsagrammaticalcoherensummaryof Text (1),
which was generatedoy a hypotheticaldocument
compressiorsystemthat preseresthe mostimpor-
tantinformationin a text while deletingsentences,
phrasesandwordsthat are subsidiaryto the main
messagef the text. Obviously, generatingcoher
ent, grammaticalsummariesuchas that produced
by the hypotheticaldocumentcompressiorsystem
in Tablel is nottrivial becausef mary conflicting



Typeof Hypotheticaloutput Output Outputis Outputis
Summarizer containsonly | coherent| grammatical
importantinfo

Extractive JohnDoe hasalreadysecuredhevote of most IV
summarizer | democratsn his constitueng, whichis already

almostenoughto win. But without the support

of thegoverner heis still on shaky ground.
Headline mayorvote constitueng governer Vi
generator
Sentence Themayoris now looking for re-election.JohnDoe IV
simplifier hasalreadysecuredhe vote of mostdemocrats

in his constitueng. Heis still on shaky ground.
Document | JohnDoehassecuredhevoteof mostdemocrats. IV IV VA
compressor | But heis still onshaky ground.

Tablel1: Hypotheticaloutputsgeneratedby varioustypesof summarizers.

goals. Thedeletionof certainsentencesayresult
in incoherencandinformationloss. Thedeletionof
certainwordsandphrasesnay alsoleadto ungram-
maticalityandinformationloss.

The mayoris now looking for re-election.JohnDoe (1)
hasalreadysecuredhe vote of mostdemocratsn his
constitueng, which is alreadyalmostenoughto win.

But without the supportof the governer heis still on
shaly grounds.

In this paperwe presenadocumentompression
systemthat useshierarchicalmodelsof discourse
and syntaxin order to simultaneouslymanageall
theseconflicting goals. Our compressionsystem
first automaticallyderivesthe syntacticstructureof
eachsentenceindthe overall discoursestructureof
thetext givenasinput. The systemthenusesa sta-
tistical hierarchicalmodel of text productionin or-
der to drop non-importantsyntacticand discourse
units so asto generatecoherentgrammaticaldoc-
umentcompressionsf arbitrarylength. The system

extentthe noisy-channeimodelproposedy Knight
& Marcu (2000). Their systemcompresseden-
tencesby droppingsyntacticconstituentsbut could
be appliedto entiredocumentsonly on a sentence-
by-sentencéasis. As discussedn Sectionl, this
is not adequatdecausdhe resultingsummarymay
containmary compressedentenceshatareirrele-
vant.In orderto extendKnight & Marcu'sapproach
beyond the sentencdevel, we needto “glue” sen-
tencegogethelin atreestructuresimilarto thatused
at the sentencdevel. RhetoricalStructureTheory
(RST)(MannandThompson1988)providesusthis
“glue’”

The tree in Figure 1 depictsthe RST structure
of Text (1). In RST, discoursestructuresare non-
binarytreeswhoseleavescorrespondo elementary
discourseunits (EDUs), and whoseinternal nodes
correspondo contiguoustext spans.Eachinternal
nodein an RST treeis characterizedy a rhetor-
ical relation. For example, the first sentencen
Text (1) providessackcrounp informationfor inter-

outperformsboth a baselineand a sentence-based Pretingtheinformationin sentence® and3, which

compressiomystenthatoperatedy simplifying se-
guentiallyall sentencefn atext.

2 DocumentCompression

The documentcompressiontask is conceptually
simple. GivenadocumentD = (wjws. .. w,), our
goalis to produceanew documentD’ by “dropping”
wordsw; from D. In orderto achieve this goal,we

A numberof other systemsuse the outputs of extrac-
tive summarizerandrepairthemto improve coherenc¢DUC,
2001;DUC, 2002).Unfortunatelynoneof theseseemdlexible
enoughto producein oneshotgoodsummarieghatare simul-
taneouslycoherenandgrammatical.

arein a ConTrast relation(seeFigurel). Eachre-
lation holds betweentwo adjacenton-overlapping
text spanscallednucLeus andsateLLite. (Thereare
a few exceptionsto this rule: somerelations,such
asList and conTrasT, are multinuclear) The dis-
tinction betweennuclei and satellitescomesfrom
the empiricalobsenationthatthe nucleusexpresses
whatis more essentiakto the writer’'s purposethan
thesatellite.

Our systemis ableto analyzeboth the discourse
structureof a documentandthe syntacticstructure
of eachof its sentenceer EDUs. It thencompresses



the documentby dropping either syntacticor dis-
courseconstituents.

3 A Noisy-ChannelModel

For a given documentD, we want to find the
summarytext S that maximizes P(S|D). Using
Bayesrule, we flip this so we end up maximizing
P(D|S)P(S). Thus,weareleft with modellingtwo
probabilitydistributions: P(D|S), theprobabilityof
adocumentD givena summarys, and P(S), the
probability of a summary We assumehat we are
giventhediscoursestructureof eachdocumentand
the syntacticstructuresf eachof its EDUs.

The intuitive way of thinking aboutthis applica-
tion of Bayesrule, refferedto asthe noisy-channel
model, is that we startwith a summaryS andadd
“noise” to it, yielding a longerdocumentD. The
noiseaddedn our modelconsistof words,phrases
anddiscoursaunits.

For instance giventhe document'John Doe has
securedhe vote of mostdemocrats$. we couldadd
wordsto it (namelythe word “already”) to genef
ate“John Doe hasalreadysecuredhe vote of most
democrat$. We could also chooseto add an en-
tire syntacticconstituentfor instancea prepositional
phraseto generate'John Doe hassecuredhe vote
of mostdemocratsn his constituency Theseare
both examplesof sentencexpansionasusedprevi-
ouslyby Knight & Marcu(2000).

Our system,however, also hasthe ability to ex-
pandon a core messagdyy addingdiscoursecon-
stituents.For instanceijt coulddecideto addanother
discourseconstituento the original summary‘John
Doe has securedthe vote of most democrats’by
conTrAsTing the informationin the summarywith
the uncertaintyregardingthe supportof the gover
nor, thusyielding the text: “John Doe hassecured
thevote of mostdemocratsBut withoutthe support
of thegovernorheis still on shakyground”

As in ary noisy-channelapplication, there are
threepartsthat we have to accountfor if we areto
build acompletedocumentompressiosystem:ithe
channelmodel, the sourcemodel and the decoder
We describesachof thesebelow.

The source model assigngo a string the probabil-
ity P(S), the probability that the summarysS
is good English. Ideally, the sourcemodel
should disfavor ungrammaticakentencesand

documentsontainingincoherentlyjuxtaposed
sentences.

The channelmodel assigns to ary  docu-
ment/summarypair a probability P(D|S).
This modelsthe extent to which D is a good
expansionof S. For instance,if S is “The
mayor is now looking for re-electiorf, D; is
“The mayor is now looking for re-election.
He hasto secue the vote of the democats’
and D, is “The major is now looking for
re-election. Sharkshave sharp teeth!, we
expect P(D;|S) to be higherthan P(D;|S)
becauseD; expandson S by elaboration,
while D, shiftsto a differenttopic, yieldingan
incoherentext.

The decoder searchesthrough all possible sum-
maries of a documentD for the summary
S that maximizes the posterior probability
P(D|S)P(S).

Eachof thesepartsis describedelow.

3.1 Source model

The job of the sourcemodelis to assigna score
P(S) to acompressiorindependenof the original
documentThatis, thesourcanodelshouldmeasure
how good English a summaryis (independenibf
whetherit is agoodcompressiomr not). Currently
we usea higrammeasuref quality (trigramscores
were also testedbut failed to make a difference),
combinedwith non-lexicalized context-free syntac-
tic probabilitiesandcontet-freediscoursgrobabil-
ities, gIVIng P(S) = Pbigmm (S) * Ppcpg(S) *
Pppcra(S). It would be betterto usea lexical-
ized contet free grammaybut thatwasnot possible
giventhedecoderused.

3.2 Channelmodel

The channelmodel is allowed to add syntactic
constituentgthrough a stochasticoperationcalled
constituent-gpand or discourseunits (throughan-
other stochastic operation called EDU-expand.
Both of theseoperationsare performedon a com-
bineddiscourse/syntattee calledthe DS-tree. The
DS-treefor Text (1) is shown in Figurel1 for refer
ence.

Supposewe startwith the summaryS = “The
mayor is looking for re-electiori. A constituent-
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Figurel: Thediscoursgfull)/syntax (partial) treefor Text (1).

expand operation could insert a syntactic con-
stituent,suchas“this year” anywherein the syntac-
tic treeof S. A constituent-gpandoperationcould
alsoaddsinglewords: for instancethe word “now”

couldbeaddedbetweerfis” and“looking,” yielding
D = “The mayoris now looking for re-electior.

The probability of insertingthis word is basedon
the syntacticstructureof thenodeinto whichit’ sin-

serted.

Knight and Marcu (2000) describein detail a
noisy-channeimodel that explains how short sen-
tencesanbeexpandednto longeronesby inserting
and expanding syntactic constituents(and words).
Since our constituent-gpand stochasticoperation
simplyreimplement&night andMarcu’s model,we
do not focus on them here. We refer the reader
to (Knight andMarcu, 2000)for the details.

In additionto adding syntacticconstituentspur
systemis alsoableto adddiscourseunits. Consider
thesummaryS = “JohnDoehasalreadysecuredhe
voteof mostdemocratén hisconsitueng.” Through
a sequencef discourseaxpansionswe canexpand
uponthissummaryto reachtheoriginaltext. A com-
pletediscoursesxpansionprocesghat would occur
starting from this initial summaryto generatethe
originaldocumentis shavnin Figure2.

In this figure, we can follow the sequenceof
stepsrequiredto generateour original text, begin-
ning with our summarysS. First, throughan op-
eration D-Project (“D” for “D”iscourse), we in-
creasehe depthof the tree,addingan intermediate

Nuc=SPAN node. This projectionaddsa factor of
P(Nuc=Span— Nuc=SpahNuc=Spar to theprobabil-
ity of thissequencef operationgasis shovn under
thearrow).

We arenow ableto performthesecondperation,
D-Expand with which we expandon the coremes-
sagecontainedn S by addinga satellitewhich eval-
uategheinformationpresentedh .S. Thisexpansion
addsthe probability of performing the expansion
(calledthe discoursexpansionprobabilities, Pp 5.
An example discourseexpansionprobability, writ-
ten P(Nuc=Span — Nuc=SparSat=Ewl| Nuc=Span —

Nuc=Spay), reflectstheprobabilityof addinganeval-
uationsatelliteontoa nuclearspan).

Therestof Figure2 shovs someof theremaining
stepgo producetheoriginaldocumenteachstepla-
beledwith theappropriaterobabilityfactors.Then,
the probability of the entire expansionis the prod-
uct of all thoselisted probabilitiescombinedwith
theappropriatgrobabilitiesfrom the syntaxsideof
things. In orderto producethe final score P(D|S)
for a document/summargair, we multiply together
eachof the expansionprobabilitiesin the pathlead-
ing from S to D.

For estimatingthe parameterdor the discourse
models,we usedan RST corpusof 385 Wall Street
Journalarticlesfrom the PennTreebankwhich we
obtainedfrom LDC. The documentsn the corpus
rangein size from 31 to 2124 words, with an av-
erageof 458 words per document.Eachdocument
is pairedwith a discoursestructurethatwas manu-
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Figure2: A sequencef discoursexpansiondor Text (1) (with probabilityfactors).

ally built in the style of RST. (See(Carlsonet al.,
2001)for detailsconcerningthe corpusandthe an-
notationprocess.) From this corpus,we wereable
to estimateparameterdor a discoursePCFGusing
standardnaximumlikelihood methods.

Furthermore150documenfrom thesamecorpus
are pairedwith extractive summarieson the EDU
level. Humanannotatorsvere askedwhich EDUs
were mostimportant; supposén the example DS-
tree (Figure 1) the annotatorsmarkedthe second
andfifth EDUs (the starredones). Thesestarsare
propagatedip, so that ary discourseunit that has
a descendentonsideredmportantis also consid-
eredimportant. From theseannotationswe could
deducethat, to compressa Nuc=ConTrasT that has
two children, Nuc=Span and SAT=EVALUATION, W€
candrop the evaluationsatellite. Similarly, we can
compressa Nuc=ConTrasT that hastwo children,
sat=conbiTioN and Nuc=Span by droppingthe first
discourseconstituent.Finally, we cancompresghe
Root deriving into SaT=BACkGROUND Nuc=SpaN by
droppingthe sat=Backcrounp constituent\We keep
counts of eachof theseexamplesand, once col-
lected,we normalizethemto get the discourseex-
pansionprobabilities.

3.3 Decoder

The goal of the decoderis to combine P(S) with
P(D|S) to get P(S|D). Therearea vastnumber
of potential compression®f a large DS-tree, but

we can efficiently pack them into a shared-forest
structure asdescribedn detailby Knight & Marcu
(2000).Eachentryin the shared-foresdtructurehas
threeassociategrobabilities,one from the source
syntaxPCFG,onefrom the sourcediscoursePCFG
and one from the expansion-templatg@robabilities
describedn Section3.2. Oncewe have generatec
forestrepresentingll possiblecompressionsf the
original document,we want to extract the best(or
the n-best)trees,taking into accountboth the ex-
pansionprobabilitiesof the channelmodelandthe
bigram and syntaxand discoursePCFG probabili-
ties of the sourcemodel. Thankfully, sucha generic
extractor hasalreadybeenbuilt (Langkilde, 2000).
For our purposesthe extractorselectghetreeswith
the bestcombinationof LM and expansionscores
afterperforminganexhaustve searctover all possi-
ble summarieslt returnsa list of suchtrees,onefor
eachpossibldength.

4 System

The systemdevelopedworks in a pipelined fash-
ion asshawn in Figure 3. The first stepalongthe
pipelineis to generatehe discoursestructure. To
dothis, we usethe decision-basediscourseparser
describedy Marcu (2000¥. Oncewe have the dis-
coursestructure,we sendeachEDU off to a syn-

The discourseparserachieresanf-scoreof 38.2 for EDU
identification,50.0 for identifying hierarchicalspans39.9 for
nuclearityidentificationand23.4 for relationtagging.
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Figure3: Thepipelineof systemcomponents.

tactic parser (Collins, 1997). The syntaxtreesof
the EDUs are then meiged with the discoursetree
in theforestgeneator to createa DS-treesimilarto
thatshownin Figurel. Fromthis DS-treewe genef
ateaforestthatsubsumeall possiblecompressions.
This forestis then passedon to the forestranking
systemwhichis usedasdecoder(Langkilde,2000).
Thedecodegivesusalist of possiblecompressions,
for eachpossiblelength. Examplecompressionsf
Text (1) are shavn in Figure 4 togetherwith their
respectie log-probabilities.

In order to choosethe “best” compressionat
ary possiblelength, we cannotrely only on the
log-probabilities lestthe systemalwayschoosethe
shortestipossiblecompressionln orderto compen-
satefor this, we normalizeby length. However, in
practice,simply dividing the log-probability by the
length of the compressioris insufficient for longer
documents Experimentallywe found a reasonable
metricwasto, for acompressionf lengthn, divide
eachlog-probability by »'-2. This wasthe job of
the length chooserfrom Figure 3, and enabledus
to choosea single compressiorfor eachdocument,
which was usedfor evaluation. (In Figure 4, the
compressiorchosenby the length selectoris itali-
cizedandwasthe shortesbné’.)

5 Results

For testing, we beganwith two setsof data. The
first setis drawvn from the Wall StreetJournal(WSJ)
portionof thePennTreebankandconsistf 16 doc-
uments,eachcontainingbetweend1 and87 words.
The secondsetis dravn from a collection of stu-

3This tendsto be the casefor very shortdocumentsasthe
compressiongever getsufiiciently long for thelengthnormal-
izationto have an effect.

dentcompositionandconsistof 5 documentseach
containingbetween64 and91 words. We call this
setthe MITRE corpus(Hirschmanretal., 1999). We
would liked to have run evaluationson longerdocu-
ments.Unfortunately the forestsgenerateavenfor
relatively smalldocumentsarehuge. Becausdhere
areanexponentialnumberof summarieshatcanbe
generatedor ary giventext®, the decoderunsout
of memoryfor longerdocumentstherefore we se-
lectedshortersubtexts from the original documents.

We usedboth the WSJand Mitre datafor eval-
uation becausenve wantedto seewhetherthe per
formanceof our systemvarieswith text genre. The
Mitre dataconsistsmostly of short sentencegav-
eragedocumentength from Mitre is 6 sentences),
quite in constrasto the typically long sentencei
the Wall StreetJournalarticles(averagedocument
lengthfrom WSJis 3.25 sentences).

For purposeof comparison,the Mitre datawas
compressedsingfive systems:

Random: Drops randomwords (eachword hasa
50% chanceof beingdroppedbaseline).

Hand: Handcompressiongdoneby ahuman.

Concat: Eachsentencds compressedhdividually;
the results are concatenatedogether using
Knight & Marcu's (2000)systemherefor com-
parison.

EDU: Thesystemdescribedn this paper

Sent: Becausesyntacticparserstend not to work
well parsingjust clausesthis systemmeiges
togethereavesin the discoursereewhich are
in the samesentenceandthenproceedsasde-
scribedin this paper

TheWall StreetJournaldatawasevaluatedonthe
above five systemsaswell astwo additions. Since
the correct discoursetreeswere known for these
data, we thoughtit wise to testthe systemsusing
thesehuman-lilt discoursdrees,insteadof the au-
tomatically derived ones. The additionalltwo sys-
temswere:

PD-EDU: Sameas EDU exceptusing the perfect
discoursdrees,availablefrom the RST corpus
(Carlsonetal., 2001).

%In theory atext of n wordshas2™ possiblecompressions.



len logprob bestcompression

8 —118.9060 Mayoris nowlookingwhich is enough.
13 —137.1010 Themayoris now looking which is alreadyalmostenoughto win.
16 —147.5970 Themayoris now looking but without support heis still on shaky ground.
18 —160.4310 Mayoris now looking but without the supportof governer heis still on shaky ground.
22 —176.1990 Themayoris now looking for re-electionbut without the supportof the governer heis still on shaky
ground.
28  —239.9490

governer heis still on shaky ground.

Figure4: Possiblecompressionor Text (1).

PD-Sent: ThesameasSentexceptusingthe perfect
discoursdrees.

Six humanevaluatorgatedthe systemsaccordingo
threemetrics. The first two, presentedogetherto
the evaluators weregrammaticalityandcoherence;
the third, presentedseparatelywas summaryqual-
ity. Grammaticalitywas a judgmentof how good
the English of the compressionsvere; coherence
includedhow well the compressiorflowed (for in-
stanceanaphorsacking anantecedenivould lower
coherence). Summaryquality, on the other hand,
was a judgmentof how well the compressiorre-
tainedthe meaningof the original document.Each
measurewas ratedon a scalefrom 1 (worst) to 5
(best).

We candraw several conclusiondrom the eval-
uation resultsshawvn in Table 2 along with aver
agecompressiorrate (Cmp thelengthof the com-
presseddocumentdivided by the original length)?®
First, it is clear that genreinfluencesthe results.
Becausehe Mitre datacontainedmostly shortsen-
tencesthe syntaxanddiscourseparsersnadefewer
errors,which allowedfor bettercompressionso be
generated.For the Mitre corpus,compressionsb-
tainedstartingfrom discoursereesbuilt above the
sentencdevel were better than compressionob-
tainedstartingfrom discoursereesbuilt above the
EDU level. For the WSJ corpus,compressiorob-
tainedstartingfrom discoursereesbuilt above the
sentencdevel weremore grammatical but lessco-
herenthancompressionebtainedstartingfrom dis-
coursdreeshuilt aboretheEDU level. Choosinghe
mannerin which the discourseand syntacticrepre-
sentation®f textsaremixedshouldbeinfluencedby
the genreof thetexts oneis interestedo compress.

SWe did notrunthe systemonthe MITRE datawith perfect
discoursetreesbecauseave did not have hand-huilt discourse
treesfor this corpus.

The mayoris now looking which is alreadyalmostenoughto win. But without the supportof the

WSJ
CmpGrm Coh Qual

Mitre
CmpGrm CohQual

Random
Concat
EDU
Sent

0.511.601.582.13
0.443.302.982.70
0.493.363.333.03
0.473.453.162.88

0.471.431.771.80
0.422.872.502.08
0.47 3.403.302.60
0.444.273.633.36

PD-EDU
PD-Sen
Hand

0.473.613.232.95
0.483.963.652.84

0.594.654.484.53|| 0.464.974.804.52

Table2: EvaluationResults

The compressionsobtained starting from per
fectly derived discoursetreesindicate that perfect
discoursestructureselpgreatlyin improving coher
enceandgrammaticalityof generatedummarieslt
wassurprisingto seethatthe summaryquality was
affected negatively by the use of perfectdiscourse
structuregalthoughnot statisticallysignificant).We
believe thishappenedecause¢hetext fragmentsve
summarizedvereextractedfrom longerdocuments.
It islikely thathadthediscoursestructuredeenbuilt
specificallyfor theseshorttext snippetsthey would
have beendifferent. Moreover, therewasno compo-
nentdesignedo handlecohesionthusit is to be ex-
pectedthat mary compressionsvould containdan-
gling references.

Overall, all our systemsoutperformedboth the
Randombaselineand the Concat systems,which
empirically showv that discoursehas an important
role in documentsummarization.We performedt-
testson theresultsandfoundthaton the Wall Street
Journaldata, the differencesin scorebetweenthe
Concatand Sent systemsfor grammaticalityand
coherencewere statistically significantat the 95%
level, butthedifferencdan scorefor summaryquality
wasnot. For the Mitre data,thedifferencesn score
betweerthe ConcatandSentsystemdor grammati-
cality andsummaryquality werestatisticallysignif-
icantatthe 95%level, but the differencan scorefor



coherencavasnot. The scoredifferencedor gram-
maticality, coherenceandsummaryquality between
our systemsandthe baselinesverestatisticallysig-

nificantatthe 95%level.

The resultsin Table 2, which can be also as-
sessedyy inspectingthe compressionsn Figure 4
show that, in spite of our successwe arestill far
away from humanperformancdevels. An errorthat
our systemmakesoftenis thatof droppingcomple-
mentsthat cannotbe dropped,suchas the phrase
“for re-election”, which is the complementof “is
looking”. We arecurrentlyexperimentingwith lex-
icalized modelsof syntaxthat would prevent our
compressiomystemfrom droppingrequiredverbar-
guments.We also considermethodsfor scalingup
thedecodeto handlingdocument®f morerealistic
length.
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