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Abstract

We presentan unsupervisedpproachto
recognizingdiscourserelations of CON-
TRAST, EXPLANATION-EVIDENCE, CON-
DITION andELABORATION thathold be-
tweenarbitrary spansof texts. We shaw
that discourserelation classifierstrained
on examplesthat are automatically ex-
tractedfrom massve amountsof text can
be usedto distinguishbetweensome of
theserelationswith accuraciesshigh as
93%, even whenthe relationsare not ex-
plicitly markedby cuephrases.

1 Intr oduction

In the field of discourseresearchit is now widely

agreedthat sentences/clauseswe usually not un-

derstoodin isolation, but in relationto other sen-
tences/clausesGiven the high level of interestin

explaining the natureof theserelationsandin pro-

viding definitionsfor them (Mann and Thompson,
1988; Hobbs, 1990; Martin, 1992; Lascaridesand
Asher 1993; Hovy and Maier, 1993; Knott and
Sanders1998),it is surprisingthatthereareno ro-

bustprogramscapableof identifying discourseela-

tionsthathold betweerarbitraryspansof text. Con-

sider for example,the sentence/claugeairsbelow.

a. Such standardswould precludearms salesto
statedike Libya, whichis alsocurrentlysub-
jecttoaU.N. embago.

(1)

b. But statedike Rwandabeforeits presentcrisis
would still beableto legally buy arms.

a. SouthAfrica canafford to forgo salesof guns
andgrenades

(2)

b. becauseit actually makes most of its profits
from the saleof expensve, high-technology
systemslike laserdesignatedmissiles, air-
craft electronicwarfare systemstactical ra-
dios,anti-radiatiorbombsandbattlefieldmo-
bility systems.

In theseexamplesthediscoursemarkersBut and
becausehelp us figure out that a CONTRAST re-
lation holds betweenthe text spansin (1) and an
EXPLANATION-EVIDENCE relation holds between
the spansin (2). Unfortunately cue phrasesio not
signalall relationsin atext. In thecorpusof Rhetori-
cal Structurerees(www.isi.edumarcu/discourse/)
built by Carlsonetal. (2001),for example,we have
obsered that only 61 of 238 CONTRAST relations
and 79 out of 307 EXPLANATION-EVIDENCE rela-
tions that hold betweentwo adjacentclauseswere
markedby a cuephrase.

So what shall we do when no discourse
markers are used? If we had accessto ro-
bust semantic interpreters, we could, for
example, infer from sentencel.a that “can-
not buy_armslegally(libya)”, infer from sen-
tencel.b that“can.buy_armslegally(rwanda)”, use
our backgroundknowledge in order to infer that
“similar(libya,rwanda)”, and apply Hobbss (1990)
definitions of discourserelationsto arrive at the
conclusiorthata CONTRAST relationholdsbetween
the sentencei (1). Unfortunately the stateof the
artin NLP doesnot provide us accesdo semantic
interpretersand generalpurposeknowledge bases
that would support these kinds of inferences.
The discourse relation definitions proposed by



others (Mann and Thompson, 1988; Lascarides
and Asher 1993; Knott and Sanders,1998) are
not easierto apply either becausethey assume
the ability to automaticallyderive, in addition to
the semanticof the text spans,the intentionsand
illocutionsassociatedvith themaswell.

In spite of the difficulty of determiningthe dis-
course relations that hold betweenarbitrary text
spans,it is clear that suchan ability is important
in mary applications. First, a discourserelation
recognizerwould enablethe developmentof im-
proved discoursearsersand,consequent|yof high
performancesingledocumensummarizergMarcu,
2000). In multidocumentsummarization(DUC,
2002),it would enablethe developmentof summa-
rization programscapableof identifying contradic-
tory statementdoth within and acrossdocuments
and of producingsummariesthat reflect not only
thesimilaritiesbetweernvariousdocumentsbut also
their differences. In question-answeringt would
enablethe developmentof systemscapableof an-
sweringsophisticatednon-factoid queries,suchas
“what were the causef X?” or “what contradicts
Y?”, which arebeyondthe stateof theart of current
systemgTREC,2001).

In this paper we describeexperimentsaimedat
building robustdiscourse-relationlassificatiorsys-
tems. To build suchsystemswe train a family of
Naive Bayesclassifierson a large set of examples
that are generatecautomaticallyfrom two corpora:
a corpusof 41,147,80%Englishsentenceshat have
no annotationsand BLIPP, a corpusof 1,796,386
automaticallyparsedEnglish sentencegCharniak,
2000), which is available from the Linguistic Data
Consortium(www.ldc.upenn.edujWe studyempir
ically the adequag of variousfeaturesfor the task
of discourseelationclassificatiorandwe shav that
somediscourseelationscanbecorrectlyrecognized
with accuraciesshigh as93%.

2 Discourserelation definitions and
generationof training data

2.1 Background

In orderto build a discourserelation classifier one
first needsto decidewhat relation definitions one
is going to use. In Sectionl, we simply relied on
the readers intuition whenwe claimedthata con-

TRAST relationholdsbetweenthe sentence (1).
In reality though, associatinga discourserelation
with a text spanpair is a choicethatis clearly in-
fluencedby thetheoreticaframenork oneis willing
to adopt.

If we adopt, for example, Knott and
Sanders (1998) account, we would say that
the relation between sentencesl.a and 1.b is
ADDITIVE, becauseno causal connection exists
betweenthe two sentencespRAGMATIC, because
the relation pertains to illocutionary force and
not to the propositionalcontentof the sentences,
and NEGATIVE, becausethe relation involves a
CONTRAST betweenthe two sentences. In the
sameframeawork, the relation betweenclauses2.a
and 2.b will be labeled as CAUSAL-SEMANTIC-
POSITIVE-NONBASIC. In Lascaridesand Ashers
theory(1993),we would label the relationbetween
2.aand2.b aseEXPLANATION becausehe eventin
2.bexplainswhy theeventin 2.ahappenedperhaps
by causING it). In Hobbss theory (1990), we
would also label the relation between2.aand 2.b
as EXPLANATION becausethe event assertedby
2.b cAuSED or could cAUSE the event assertedn
2.a.And in MannandThompsortheory(1988),we
would label sentencepairs 1.a, 1.b as CONTRAST
becausethe situationspresentedin them are the
same in mary respects(the purchaseof arms),
becausghe situationsaredifferentin somerespects
(Libya cannotbuy armslegally while Rwandacan),
and becausethese situations are comparedwith
respectto thesedifferences. By a similar line of
reasoningwe would label the relationbetween2.a
and2.baseVIDENCE.

Thediscussiorabove illustratestwo points. First,
it is clearthatalthoughcurrentdiscourseheoriesare
built on fundamentallydifferentprinciples,they all
sharesomecommonintuitions. Sure, sometheo-
riestalk about‘negative polarity” while othersabout
“contrast”. Sometheoriegeferto “causes” someto
“potential causes”’andsometo “explanations”.But
ultimately all thesetheoriesacknavledgethatthere
aresuchthingsasCONTRAST, CAUSE, andEXPLA-
NATION relations. Second giventhe compleity of
thedefinitionsthesetheoriegproposeit is clearwhy
it is difficult to build programsthat recognizesuch
relationsin unrestrictedtexts. CurrentNLP tech-
niquesdo not enableus to reliably infer from sen-



tencel.athat“cannotbuy_armslegally(libya)” and
do not give usaccesgo generalpurposeknowledge
baseghatasserthat“similar(libya,rwanda)”.

Theapproaclwe advocatein thispapetisin some
respectdessambitiousthan currentapproacheso
discourserelationsbecausadt relies upon a much
smallersetof relationsthanthoseusedoy Mannand
Thompson(1988) or Martin (1992). In our work,
we decideto focusonly on four typesof relations,
whichwe call: CONTRAST, CAUSE-EXPLANATION-
EVIDENCE (CEV), CONDITION, and ELABORA-
TION. (We definetheserelationsin Section2.2.) In
otherrespectghough,our approachis more ambi-
tious becauset focuseson the problemof recog-
nizing suchdiscourseaelationsin unrestrictedexts.
In otherwords, given as input sentencepairs such
asthoseshavn in (1)-(2), we develop techniques
and programsthat label the relationsthat hold be-
tweenthesesentencepairs as CONTRAST, CAUSE-
EXPLANATION-EVIDENCE, CONDITION, ELABO-
RATION Or NONE-OF-THE-ABOVE, evenwhenthe
discouse relations are not explicitly signalled by
discousemarlers.

2.2 Discourserelation definitions

The discourserelationswe focus on are defined
at a much coarserlevel of granularity than in
most discoursetheories. For example, we con-
siderthata CONTRAST relationholds betweentwo
text spansif one of the following relationsholds:
CONTRAST, ANTITHESIS, CONCESSION, Or OTH-
ERWISE, asdefinedoy MannandThompsor(1988),
CONTRAST Or VIOLATED EXPECTATION, asdefined
by Hobbs(1990), or ary of the relationscharacter
ized by this regular expressionof cognitve prim-
itives, as defined by Knott and Sanders(1998):
(CAUSAL | ADDITIVE) — (SEMANTIC | PRAGMATIC)
—NEGATIVE. In otherwords,in ourapproachwedo
not distinguishbetweencontrastsof semanticand
pragmaticnature,contrastsspecificto violated ex-
pectationsgetc. Table1 shawvs the definitionsof the
relationswe considered.

Theadwantageof operatingwith coarselydefined
discourserelationsis thatit enablesusto automat-
ically constructrelatively low-noise datasetsthat
canbe usedfor learning. For example, by extract-
ing sentencepairs that have the keyword “But” at
the baginning of the secondsentenceas the sen-

tencepair shavn in (1), we canautomaticallycol-

lectmary examplesof CONTRAST relations.And by

extracting sentenceshat containthe keyword “be-

cause”we canautomaticallycollectmary examples
of CAUSE-EXPLANATION-EVIDENCE relations. As

previousresearcln linguistics(HallidayandHasan,
1976; Schiffrin, 1987) and computationalinguis-

tics (Marcu,2000)shav, someoccurrencesf “but”

and“because’do not have adiscoursdunction;and
otherssignal other relationsthan CONTRAST and
CAUSE-EXPLANATION. So we can expectthe ex-

ampleswe extract to be noisy However, empiri-
cal work of Marcu (2000)andCarlsonetal. (2001)
suggestghat the majority of occurrence®f “but”,

for example,do signalCONTRAST relations.(In the
RST corpushuilt by Carlsonetal. (2001),89 out of

the1l06 occurrencesf “but” thatoccuratthebegin-

ning of a sentencesignala CONTRAST relationthat
holds betweenthe sentencehat containsthe word

“but” andthe sentenceahat precedest.) Our hope
is that simple extraction methodsare sufiicient for

collectinglow-noisetraining corpora.

2.3 Generationof training data

In orderto collect training caseswe minedin an
unsupervisednannerwo corpora.Thefirst corpus,
which we call Raw is acorpusof 1 billion wordsof
unannotatednglish(41,147,80%entenceshatwe
createdby catenatingvarious corporamade avail-
able over the yearshy the Linguistic Data Consor
tium. ThesecondgcalledBLIPP, is a corpusof only
1,796,386sentenceghat were parsedautomatically
by Charniak(2000). We extractedfrom both cor
poraall adjacentsentencepairs that containedthe
cuephrase’'But” atthebeginningof thesecondsen-
tenceandwe automaticallylabeledthe relationbe-
tweenthetwo sentenc@airsasCONTRAST. Wealso
extractedall the sentenceshat containedthe word
“but” in the middle of a sentenceye split eachex-
tractedsentencento two spans,onecontainingthe
wordsfrom the bgginning of the sentencdo the oc-
currenceof the keyword “but” and one containing
the words from the occurrenceof “but” to the end
of thesentenceandwe labeledtherelationbetween
thetwo resultingtext spansasCONTRAST aswell.
Table 2 lists some of the cue phraseswe
used in order to extract CONTRAST, CAUSE-
EXPLANATION-EVIDENCE, ELABORATION, and



CONTRAST

CAUSE-EXPLANATION-EVIDENCE |

ELABORATION | CONDITION |

ANTITHESIS (M&T)
CONCESSION (M&T)
OTHERWISE (M&T)
CONTRAST (M&T)

VIOLATED EXPECTATION (HO)

EVIDENCE (M&T)

EXPLANATION (Ho)
RESULT (A&L)
EXPLANATION (A&L)

( CAUSAL | ADDITIVE) -

( SEMANTIC | PRAGMATIC) -
NEGATIVE (K&S)

CAUSAL -

POSITIVE (K&S)

VOLITIONAL-CAUSE (M&T)
NONVOLITIONAL-CAUSE (M&T)
VOLITIONAL-RESULT (M&T)
NONVOLITIONAL-RESULT (M&T)

(SEMANTIC | PRAGMATIC) -

ELABORATION (M&T)
EXPANSION (Ho)
EXEMPLIFICATION (Ho)
ELABORATION (A&L)

CONDITION (M&T)

Table 1: Relationdefinitionsasunion of definitionsproposedby otherresearchergM&T — (Mann and
Thompson,1988);Ho — (Hobbs,1990);A&L — (LascaridesandAsher 1993);K&S — (Knott andSanders,

1998)).

CONTRAST — 3,881,588xamples
[BOS... EOS][BOSBUt... EOS]
[BOS... ][but... EOS]
[BOS... ] [although. .. EOS]
[BOS Although... ][ ... EOS]
CAUSE-EXPLANATION-EVIDENCE — 889,946examples
[BOS... ] [because.. EOS]
[BOSBecause.. ,][... EOS]
[BOS... EOS][BOS Thus,... EOS]
CONDITION — 1,203,813xamples
[BOSIf... ]J[... EOS]
[BOSIf ... ][then... EOS]
[BOS... ][if ... EOS]
ELABORATION — 1,836,227examples
[BOS... EOS][BOS... for example... EOS]
[BOS... ] [which... ]
NO-RELATION-SAME-TEXT — 1,000,000xamples
Randomlyextracttwo sentencethataremore
than3 sentenceapartin a giventext.
NO-RELATION-DIFFERENT-TEXTS— 1,000,000examples
Randomlyextracttwo sentencefrom two
differentdocuments.

Table 2: Patternsusedto automaticallyconstructa
corpusof text spanpairslabeledwith discoursere-
lations.

CONDITION relationsand the numberof examples
extractedfrom the Raw corpusfor eachtype of dis-
courserelation. In the patternsn Table2, the sym-
bols BOS and EOS denote BeginningOfSentence
andEndOfSentenceoundariesthe®...” standfor
occurrence®f ary words and punctuationmarks,
the squarebraclets standfor text spanboundaries,
andtheotherwordsandpunctuatiormarksstandfor
the cuephraseghatwe usedin orderto extractdis-
courserelationexamples. For example,the pattern
[BOS Although... ,][ ... EOS]is usedin orderto

extract examplesof CONTRAST relationsthat hold
betweena spanof text delimitedto the left by the
cuephrasé'Although” occurringin thebeginningof
a sentencandto theright by thefirst occurrenceof
acomma,anda spanof text thatcontainstherestof
the sentencéo which “Although” belongs.

We alsoextractedautomaticallyl,000,000exam-
plesof whatwe hypothesizd&o be non-relationspy
randomlyselectingnon-adjacensentenceairsthat
areatleast3 sentenceapartin agiventext. Welabel
such examplesNO-RELATION-SAME-TEXT. And
we extractedautomatically1,000,000examplesof
what we hypothesizeto be cross-documenhon-
relations by randomlyselectingwo sentencefrom
distinct documents. As in the caseof CONTRAST
and CONDITION, the NO-RELATION examplesare
alsonoisy becausdong distancerelationsare com-
monin well-written texts.

3 Determining discourserelationsusing
Naive Bayesclassifiers

We hypothesizdghat we candeterminethata CoN-

TRAST relationholds betweenthe sentencedn (3)

evenif we cannotsemanticallynterpretthetwo sen-
tences simply becauseour backgroundknowledge
tells us that good and fails are good indicatorsof

contrastie statements.

e Johnis goodin mathandsciences.

3)

e Paulfails almostevery classhetakes.

Similarly, we hypothesizeéhatwe candeterminghat
a CONTRAST relation holds betweenthe sentences



in (1), becauseur backgroundknowledgetells us
thatembago andlegally arelikely to occurin con-
texts of oppositepolarity. In general,we hypothe-
sizethatlexical item pairs canprovide cluesabout
the discourserelationsthat hold betweenthe text
spandn whichthelexical itemsoccur

To test this hypothesis,we needto solve two
problems. First, we needa meansto acquirevast
amountsof backgroundcknowledgefrom which we
canderve, for example,that the word pairs good
— fails and embago — legally are good indicators
of CONTRAST relations.The extractionpatternsgde-
scribedin Table2 enableusto solve this problem?
Secondgivenvastamountsof training material,we
needa meansto learnwhich pairs of lexical items
arelikely to co-occurin conjunctionwith eachdis-
courserelationanda meando applythelearnedpa-
rameterdo ary pair of text spansn orderto deter
minethediscourseelationthatholdsbetweerthem.
We solve the secondproblemin a Bayesianproba-
bilistic framework.

We assuméhata discourseelationr;, thatholds
betweentwo text spans,Wi, W, is determinecby
the word pairsin the cartesiamproductdefinedover
thewordsin thetwo text spangw;, w;) € Wi x Wa.
In general,a word pair (w;,w;) € Wi x Wy
can “signal” ary relation r,. We determinethe
most likely discourserelation that holds between
two text spansiW; and Ws by taking the maximum
over argmaz,, P(ry|W1, W3), which accordingto
Bayesrule, amountsto taking the maximum over
argmaz,, [logP (W1, Ws|ry) + logP(rg)]. If we
assumethat the word pairs in the cartesianprod-
uct are independent,P(W;, Wa|ry) is equivalent
t0 [ T(ws,wj)ews,wy P((wiswj) | k). The values
P((w;,w;) | r,) are computedusing maximum
likelihoodestimatorswhich aresmoothedisingthe
Laplacemethod(ManningandScHhitze,1999).

For eachdiscourserelation pair rq, 7, We train
aword-pairbasedclassifierusingthe automatically
derived training examplesin the Raw corpus,from
which we firstremoredthe cue-phasesusedfor ex-
tracting the examples This ensureghat our classi-

INotethatrelyingonthelist of antorymsprovidedby Word-
net (Fellbaum,1998)is not enoughbecause¢he semantiaela-
tionsin Wordnetare not definedacrossword classboundaries.
For example Wordnetdoesnotlist the“antorymy”-lik e relation
betweerembago andlegally.

fiers do not learn, for example, that the word pair
if —thenis a good indicator of a CONDITION re-
lation, which would simply amountto learningto
distinguishbetweenthe extraction patternsusedto
constructthe corpus. We test eachclassifieron a
test corpusof 5000 exampleslabeledwith r, and
5000 exampleslabeledwith r, which ensureghat
the baselinds the samefor all combinationg-, and
rp, NAamMely50%.

Table 3 shaws the performanceof all discourse
relation classifiers. As one can see,eachclassifier
outperformghe50%baselinewith someclassifiers
beingasaccurateasthatthatdistinguishesetween
CAUSE-EXPLANATION-EVIDENCE and ELABORA-
TION relations,which hasanaccurag of 93%. We
have alsobuilt a six-way classifierto distinguishbe-
tweenall six relationtypes. This classifierhasa
performanceof 49.7%,with a baselineof 16.67%,
which is achiezed by labelingall relationsas CON-
TRASTS.

We alsoexaminedthe learningcurves of various
classifiersandnoticedthat,for someof them,thead-
dition of trainingexamplesdoesnotappeato have a
significantimpacton their performance For exam-
ple, the classifierthat distinguishesdbetweencon-
TRAST andCAU SE-EXPLANATION-EVIDENCE rela-
tions has an accurag of 87.1% when trained on
2,000,00Gxamplesandanaccurayg of 87.3%when
trainedon 4,771,534examples. We hypothesized
thatthe flatteningof the learningcurwe is explained
by thenoisein ourtrainingdataandthevastamount
of word pairsthatarenotlik ely to begoodpredictors
of discourseelations.

To testthis hypothesiswe decidedto carry out
a secondexperimentthat usedas predictorsonly
a subsetof the word pairsin the cartesianproduct
defined over the words in two given text spans.
To achieve this, we usedthe patternsin Table2 to
extract examplesof discourserelations from the
BLIPP corpus. As expected,the BLIPP corpus
yielded muchfewer learningcases:185,846CON-
TRAST; 44,776CAU SE-EXPLANATION-EVIDENCE;
55,699 CONDITION; and 33,369 ELABORA-
TION relations. To these examples, we added
58,000 NO-RELATION-SAME-TEXT and 58,000
NO-RELATION-DIFFERENT-TEXTS relations.

To eachtext spanin the BLIPP corpus corre-
spondsa parsetree (Charniak, 2000). We wrote



CONTRAST CEV COND ELAB NO-REL-SAME-TEXT NO-REL-DIFF-TEXTS
CONTRAST - 87 74 82 64 64
CEV 76 93 75 74
COND 89 69 71
ELAB 76 75
NO-REL-SAME-TEXT 64

Table3: Performancesf classifierdrainedon the Rav corpus.Thebaselindn all caseds 50%.

CONTRAST CEV  COND ELAB NO-REL-SAME-TEXT NO-REL-DIFF-TEXTS
CONTRAST - 62 58 78 64 72
CEV 69 82 64 68
COND 78 63 65
ELAB 78 78
NO-REL-SAME-TEXT 66

Table4: Performancesf classifierdrainedon the BLIPP corpus.Thebaselinen all caseds 50%.

a simple programthat extractedthe nouns, verbs,
and cue phrasesin each sentence/clause. We
call thesethe mostrepresentativewords of a sen-
tence/discoursanit. For example,the mostrepre-
sentatve words of the sentencen example(4), are
thoseshawvn in italics.

Italy’s unadjustedndustrialproductionfell in Jan-  (4)
uary 3.4%from a year earlier but rose0.4%from
Decemberthegovernmensaid

Werepeatedheexperimentwe carriedoutin con-
junction with the Raw corpuson the dataderived
from the BLIPP corpusaswell. Table4 summarizes
theresults.

Overall, the performanceof the systemstrained
on themostrepresentate word pairsin the BLIPP
corpusis clearly lower thanthe performanceof the
systemstrained on all the word pairs in the Raw
corpus. But a direct comparisorbetweentwo clas-
sifiers trained on different corporais not fair be-
causewith just 100,000examplesper relation, the
systemdrainedon the Raw corpusaremuchworse
thanthosetrainedon the BLIPP data. The learning
curvesin Figurel areilluminating asthey shav that
if oneusesasfeaturesonly the mostrepresentaie
word pairs, one needsonly about100,000training
examplesto achieve the samelevel of performance
oneachievesusing1,000,00Qrainingexamplesand
featuredefinedover all word pairs. Also, sincethe
learningcurwve for the BLIPP corpusis steepethan

—— Trained on RAW
—&— Trained on BLIPP
100
Trained on RAWY
Trained on BLIPP 7
80 . -

70 S 4 s . . - —_ -
P /
B0 T e T e

50
10000

Accuracy
L |

100000 1000000 10000000

# Training Cases (log scale)

Figure 1: Learningcunes for the ELABORATION
VS. CAUSE-EXPLANATION-EVIDENCE classifiers,
trainedonthe Raw andBLIPP corpora.

thelearningcurve for the Raw corpus this suggests
that discourserelation classifierstrained on most

representate word pairs and millions of training

examplescanachiese higherlevels of performance
than classifierstrained on all word pairs (unanno-
tateddata).

4 Relevanceto RST

Theresultsin Section3 indicateclearlythatmassve

amountsf automaticallygeneratediatacanbeused
to distinguishbetweendiscourserelationsdefined
asdiscussedn Section2.2. What the experiments



CONTR CEV COND ELAB
#testcases 238 307 125 1761
CONTR — 6356 8065 6488
CEV 8771 7685
COND 8793

Table5: Performancesf Rav-trainedclassifierson
manuallylabeledRST relationsthat hold between
elementarydiscourseunits. Performanceesultsare
shawvn in bold; baselinesreshovn in normalfonts.

in Section3 do not shav is whetherthe classifiers
built in thismannercanbe of ary usein conjunction
with someestablishedliscourseheory To testthis,
we usedthe corpusof discoursetreesbuilt in the
styleof RSThy Carlsonetal. (2001). We automati-
cally extractedfrom this manuallyannotatedorpus
all CONTRAST, CAUSE-EXPLANATION-EVIDENCE,
CONDITION and ELABORATION relationsthat hold
betweentwo adjacentelementarydiscourseunits.
Since RST (Mann and Thompson,1988) emplo/s
afiner grainedtaxonomyof relationsthanwe used,
we appliedthedefinitionsshavn in Tablel. Thatis,
we consideredhat a CONTRAST relation held be-
tweentwo text spansif a humanannotatorabeled
the relation betweenthose spansas ANTITHESIS,
CONCESSION, OTHERWISE Or CONTRAST. We re-
trainedthen all classifierson the Raw corpus,but
this time without remaoving from the corpusthe cue
phraseghat were usedto generatehe training ex-
amples. We did this becausavhentrying to deter
mine whethera CONTRAST relationholds between
two spanf texts separatethy thecuephrasebut”,
for example,we wantto take advantageof the cue
phraseoccurrenceaswell. We employed our clas-
sifiers on the manuallylabeledexamplesextracted
from Carlsonetal’s corpus(2001). Table5 displays
the performanceof our two way classifierdor rela-
tions definedover elementarydiscourseunits. The
tabledisplaysin the secondow, for eachdiscourse
relation,the numberof examplesextractedfrom the
RSTcorpus.For eachbinaryclassifierthetablelists
in boldtheaccurag of our classifierandin non-bold
font the majority baselineassociatedvith it.

The resultsin Table 5 shav that the classifiers
learnedfrom automaticallygeneratedraining data

canbe usedto distinguishbetweencertaintypesof

RST relations. For example, the resultsshav that
the classifierscan be usedto distinguishbetween
CONTRAST and CAUSE-EXPLANATION-EVIDENCE

relations,asdefinedin RST, but notsowell between
ELABORATION andary otherrelation. This result
is consistenwith the discoursemodelproposedoy

Knott etal. (2001),who suggesthatELABORATION

relationsare too ill-defined to be part of ary dis-

coursetheory

The analysisabove is informative only from a
machinelearning perspectie. From a linguistic
perspectie though, this analysisis not very use-
ful. If no cue phrasesare usedto signal the re-
lation betweentwo elementarydiscourseunits, an
automaticdiscourselabeler can at bestguessthat
anELABORATION relationholdsbetweerthe units,
becauseELABORATION relationsare the most fre-
guentlyusedrelations(Carlsonetal., 2001). Fortu-
nately with the classifiersdescribedchere,one can
labelsomeof the unmarled discourseelationscor-
rectly.

For example,the RST-annotatedccorpusof Carl-
son et al. (2001) contains 238 CONTRAST rela-
tionsthathold betweenwo adjacentlementangis-
courseunits. Of thesepnly 61 aremarkedby a cue
phrase,which meansthat a programtrained only
on Carlsonet al!s corpus could identify at most
61/2380f the CONTRAST relationscorrectly Be-
causeCarlsonet al!s corpusis small, all unmarled
relationswill be likely labeledas ELABORATIONS.
However, whenwe run our CONTRAST VS. ELAB-
ORATION classifieron theseexamples,we can la-
bel correctly 60 of the 61 cue-phrasamarked re-
lations and, in addition, we can also label 123 of
the 177relationsthatarenot marked explicitly with
cue phrases. This meansthat our classifier con-
tributesto anincreasen accurag from 61/238 =
26% to (60 + 123)/238 = 77%!!! Similarly, out
of the 307 CAUSE-EXPLANATION-EVIDENCE rela-
tionsthathold betweenwo discourseaunitsin Carl-
son et al’s corpus,only 79 are explicitly marked.
A programtrained only on Carlsonet al!s cor
pus, would, therefore,identify at most 79 of the
307 relationscorrectly Whenwe run our CAU SE-
EXPLANATION-EVIDENCE VS. ELABORATION clas-
sifier on theseexamples,we labeledcorrectly 73
of the 79 cue-phrase-maekl relationsand 102 of



the 228 unmarled relations. This correspondgo
an increasein accurag from 79/307 = 26% to
(73 +102) /307 = 57%.

5 Discussion

In a seminalpaper Banko and Brill (2001) have
recently shavn that massie amountsof datacan
be usedto significantly increasethe performance
of confusionsetdisambiguators.In our paper we
shav that massve amountsof datacanhave a ma-
jor impacton discourserocessingesearctaswell.
Our experimentsshav that discourserelation clas-
sifiers that use very simple featuresachiese unex-
pectedlyhighlevelsof performancavhentrainedon
extremely large datasets. Developing lower-noise
methodsfor automaticallycollecting training data
anddiscovering featuresof higherpredictve power
for discourseelationclassificatiorthanthefeatures
presentedh thispaperappeato beresearctavenues
thatareworthwhileto pursue.

Overthelastthirty yearsthe nature numberand
taxonomyof discourserelationshave beenamong
the most controversial issuesin text/discourselin-
guistics. This paperdoesnot settlethe controsersy
Ratherit raisessomenew, interestingquestionde-
causethe lexical patterndearnedby our algorithms
can be interpretedas empirical proof of existence
for discourserelations. If text productionwas not
governedby ary rulesabove the sentencdevel, we
should have not beenable to improve on ary of
the baselinesn our experiments. Our resultssug-
gestthat it may be possibleto develop fully auto-
matic techniquesfor defining empirically justified
discourseelations.
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