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Abstract

We demonstrate the benefits of a multi-
lingual approach to automatic lexical se-
mantic verb classification based on sta-
tistical analysis of corpora in multiple
languages. Our research incorporates
two interrelated threads. In one, we ex-
ploit the similarities in the crosslinguis-
tic classification of verbs, to extend work
on English verb classification to a new
language (Italian), and to new classes
within that language, achieving an accu-
racy of 86.4% (baseline 33.9%). Our sec-
ond strand of research exploits the dif-
ferences across languages in the syntac-
tic expression of semantic properties, to
show that complementary information
about English verbs can be extracted
from their translations in a second lan-
guage (Chinese). The use of multilin-
gual features improves classification per-
formance of the English verbs, achieving
an accuracy of 83.5% (baseline 33.3%).

1 Introduction

Automatic development of large scale lexical re-
sources is necessary to support wide coverage
and robust NLP tasks. Recent successful ap-
proaches in automatic lexical acquisition have ex-
tracted knowledge about verbs from large text
corpora—including semantic information such as
selectional preferences, argument structure, and
lexical semantic classification (Aone and McKee,
1996; Lapata and Brew, 1999; McCarthy, 2000;
Merlo and Stevenson, 2001; Resnik, 1996; Riloff
and Schmelzenbach, 1998; Schulte im Walde,
2000). Thus far, this work has focused primarily
on applying methods within a single language. In
this paper, we consider the benefits of a multilin-
gual approach to automatic lexical semantic verb
classification.

Following the approach proposed by (Merlo
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and Stevenson, 2001), henceforward MSO01, we
focus on a semantic classification of verbs based
on their argument structure. By argument struc-
ture, we mean the thematic roles assigned by a
verb, and their mapping to syntactic positions.
This provides a similar type of classification to
that of (Levin, 1993), although at a coarser level,
since it relies solely on general participant role
information and not on fine-grained semantics.
In the MSO01 proposal, the thematic properties
of a verb class are analysed in order to develop
syntactic indicators that can be extracted from a
corpus. The result is a statistical “summary” of
the thematic behaviour of a verb, which forms the
input to an automatic classification system. We
extend this basic methodology within a body of
work which uses multilingual corpora to expand
both the applicability and the potential perfor-
mance of the approach.

Taking a multilingual perspective on automatic
verb classification has two broad advantages, re-
flected in our two strands of work within this
paradigm. First, we focus on the commonality
of the semantic level underlying verbs across lan-
guages, with the potential to yield methods that
are straightforwardly applicable to multiple lan-
guages. For example, on the practical side, we
have successfully extended work on verb classi-
fication in English directly to the case of Ital-
ian, achieving an accuracy of 86.4% on a task
whose baseline is 33.9%. On the theoretical side,
our work in this vein also opens up the possibil-
ity of discovering crosslinguistic lexical regular-
ities and typological generalisations. Indeed, we
find that features that were developed for English
verbs work very well in Italian, both on the same
classes, and on a new class.

The second broad advantage of our multilin-
gual approach is the potential to bring the power
of multilingual resources to bear on the problem
of verb classification. The basic premise is that
a corpus in a second language has information
that is not directly available in the corpus for
the first language. We hypothesize that, since



the underlying semantics of a verb may be ex-
pressed differentially in the syntax across differ-
ent languages, easily extractable features may ex-
ist in one language for properties that are not
overtly expressed in another language. For ex-
ample, we have improved the classification of En-
glish verbs by augmenting the English feature set
with features based on Chinese translations of the
verbs, achieving an accuracy of 83.5% (compared
to 67.6% using English-only features), on a task
with a 33.3% baseline.

These two strands of research exploit crosslin-
guistic similarities and differences, respectively,
in verb behaviour with respect to semantic
classes. What unifies the two approaches is the
foundation of the method in a feature-based anal-
ysis of one of the primitive building blocks of
verbal semantics—specifically, thematic roles—
and an analysis of the mapping of roles to syn-
tactic positions. Because thematic roles capture
crosslinguistically valid properties of arguments,
the approach allows, in at least some cases, for
thematic-based features to be ported directly
across languages. At the same time, crosslinguis-
tic variation in the surface realization of verbal ar-
guments is well-attested, entailing that thematic
features from multiple languages have a poten-
tial increase in information over monolingual fea-
tures.

2 The Verb Classes and Features

As in MSO01, we define lexical semantic verb
classes according to argument structure—that is,
the pattern of thematic roles, such as Agent or
Theme, that the verbs assign to their arguments,
and their mapping to syntactic positions. The
use of argument structure provides a semantic
level of classification, since it identifies the general
roles assigned to participants in the event. Due
to the strong correlation between argument struc-
ture and subcategorization (Pinker, 1989; Levin,
1993), it is important to show that the method
is indeed capturing the semantic level of argu-
ment structure and not just subcategorization.
Experiments are thus focused on classes which
have the same subcategorizations, and are distin-
guished instead by the content of thematic roles
assigned to their arguments.

2.1 Optionally Intransitive Classes

Specifically, we have investigated several English
classes whose verbs can appear both transitively
and intransitively, but differ in argument struc-

ture. While our definition of classes is broader

than the fine-grained classification developed by

(Levin, 1993), argument structure classes gener-

ally correspond to her broader groupings of verbs

(such as, e.g., class 45 instead of 45.1 or 45.2).

In our case, we look at: manner of motion verbs

(Levin’s class 51), change of state verbs (Levin’s

45), verbs of creation and transformation (Levin’s

26), and psychological state verbs (Levin’s 31.2).1
The classes exhibit the following transitive and

intransitive constructions:

Manner of motion:

The lion jumped through the hoop.

The trainer jumped the lion through the hoop.

Change of State:

The butter melted in the pan.

The cook melted the butter in the pan.

Creation/Transformation: (Object Drop)

The contractor built the houses last summer.

The contractor built all summer.?

Psychological State:

The rich love their money.

The rich love too.

Table 1 shows that each class is uniquely distin-
guished by the pattern of thematic roles assigned

within these constructions.?
Transitive Intrans
Classes Subj Obj Subj
MannerOfMotion || CausalAg | Ag Ag
ChangeOfState CausalAg | Th Th
Creation/Trans Ag Th Ag
PsychState Exp Stim Exp

Table 1: Thematic Roles by Class.
Ag=Agent, CausalAg=Causal Agent,
Th=Theme, Exp=Experiencer, Stim=Stimulus

2.2 Preliminary Statistical Features

MSO01 investigated the first three of these classes
in their monolingual work on English, develop-
ing 5 numeric features that encoded summary
statistics over the usage of each verb across the

!The latter is a specific subclass of Levin’s, because
this is a case in which her subclasses differ in argument
structure.

?Note that the progressive, The contractor was building
all summer, may be more natural in this usage.

Manner of motion and change of state verbs have a
causative transitive form (e.g., Levin, 1993), in which the
subject argument of the intransitive form becomes the ob-
ject of the transitive, with the insertion of a Causal Agent
as the transitive subject.



Wall Street Journal (WSJ, 65M words).* The
statistics were shown to approximate the verbs’
thematic relations, either directly or indirectly.
(Note that all of the features were counts over
tagged or parsed text, with no semantic anno-
tation.) The features are: animacy of subject
(ANTM), relative frequency of transitive use, cal-
culated in several variants (TRANSitive, PASSive,
vBN POS tag), and use in a causative construc-
tion (caus). We adopted these same features as
the starting point for our multilingual work, and
refer the interested reader to MS01 for more de-
tail on these initial features.

For each verb, the frequency distributions of
the features yield a vector that represents the es-
timated value of each feature across the entire
corpus, such as:

Vector template:
[verb, TRANS, PASS, VBN, CAUS, ANIM, class]

Example:
[open, .69, .09, .21, .16, .36, ChangeOfState]

These vectors are the (supervised) training data
for an automatic classifier to determine, given the
feature values for a new verb (not from the train-
ing set), which of the three classes of verbs it
belongs to.

3 Verb Classification in Multiple
Languages

The first necessary test of this verb classification
approach from the perspective of multilinguality
is to verify that the methodology indeed carries
over to languages other than English.

3.1 Classes and Features

We selected two of the three classes origi-
nally studied for English—change of state and
object drop (the more general set of verbs
with the same argument structure as the cre-
ation/transformation verbs, as noted above)—to
show that the same classes could be distinguished
within a new language, Italian. We also added
the psych verbs, to study whether the method
would extend to a new class as well. The psych
verbs were chosen as the novel class because they
introduce new thematic roles—Experiencer and

*The original work on English studied “object drop”
verbs, a broader class than creation/transformation verbs,
but with the same argument structure. More recent in-
vestigations on English have used the more homogeneous
creation/transformation class (Joanis and Stevenson, In
preparation).

Stimulus—that had not been previously investi-
gated.

We adopted the three core features used by
MSO01, ANIM, CAUS, and TRANS, to test whether
the features that were developed to distinguish
change of state and object drop verbs in En-
glish would be useful to make the same class dis-
tinction in Italian. We also expected the caus
and ANIM features to be useful in distinguishing
the new class, psych verbs, from change of state
verbs. Specifically, in contrast to change of state
verbs, psych verbs do not undergo the causative
alternation, so the caus feature should be lower.
Also, the subjects of psych verbs (which are Ex-
periencers) are more likely to be animate than
those of change of state verbs, so the ANIM fea-
ture should be higher. To distinguish psych verbs
from object drop verbs, we note that psych verbs
are stative, while object drop verbs are not. We
added two features to capture this discriminating
aspectual property: PRES, a measure of present
tense use, which should be relatively higher for
stative verbs, and GERUN, a measure of the gerun-
dive, therefore of progressive use, which is an indi-
cator of non-stativity in both English and Italian
(Bertinetto, 1986).

3.2 Materials and Methods

For our experimental set, we chose 20 Italian
verbs from each of the three classes; one verb
had to be removed later because of initial mis-
classification, leaving a total of 59 verbs. We
were guided in our choice of verbs by the orig-
inal English verbs studied by MS01 in the change
of state and object drop classes, and by the En-
glish verbs in the admire subclass from (Levin,
1993) for the psych verbs. When Italian transla-
tions of these verbs were low frequency (accord-
ing to (De Mauro, 1993)), we replaced the origi-
nal translation with a more frequent synonym or
antonym.

The feature counts for the 59 verbs were
collected from the Italian corpus Parole
(ftp://ftp.ilc.pi.cnr.it/pub/parole)
put at our disposal by the research group of
Nicoletta Calzolari, of the CNR of Pisa, who
also kindly extracted the initial verb usages for
us. This 21-million word corpus provides a rep-
resentative sample of the Italian language, from
newspapers, periodicals and books. Because the
corpus is untagged, it was required to extract
the features manually; thus, counts were limited
to the first 100 occurrences of each verb. (For



Acc | SE
Features Used (%) | (%)
TRANS CAUS ANIM PRES GERUN | 85.1 | 0.3
TRANS CAUS ANIM PRES 85.110.3
TRANS CAUS ANIM GERUN 85.410.2
TRANS CAUS ANIM 86.4 |1 0.3
TRANS ANIM 86.4 | 0.3
TRANS CAUS 75.0 1 0.3
ANIM CAUS 57.410.5

Table 2: Classification Accuracy (Acc) and Stan-
dard Error (SE) using 10-Fold Crossvalidation
(50 repeats)

details of the extraction process, see (Allaria,
2001).)

The TRANS feature is the relative frequency of
transitive uses in the sample (i.e., uses followed by
direct object). The ANIM feature records the per-
centage of animate subjects. The caus feature
records the overlap of subjects and objects, as an
indication of participation in the causative alter-
nation. (For more details on the precise calcula-
tion of this feature see MS01.) PRES and GERUN
record the relative frequency of use of present
tense and gerundive in the sample.

3.3 Experimental Results

The result of our data collection is a set of
59 vectors—one set of features per verb—with
which we train an automatic classifier for the
three verb classes. The baseline for this task
is 33.9%. We used the C5.0 machine learning
system (http://www.rulequest.com), a newer ver-
sion of C4.5 (Quinlan, 1992), which is a decision-
tree induction algorithm. We ran experiments us-
ing both crossvalidation and leave-one-out train-
ing and testing methodologies.

Table 2 shows the results of the crossvalidation
experiments. First, we note that the classification
achieves a very good accuracy, of 86.4%, for a 79%
reduction in error rate. These results compare
very favorably to the English experiments (which
had reached 69.8% accuracy for a somewhat dif-
ferent combination of classes, as described above,
with the same baseline accuracy).

Second, we note the unexpected result that
all the classification burden appears to be car-
ried by features that were developed for English.
This is indicated by the results in Table 2, which
shows performance as one feature at a time is
removed from the classification input. In fact,

only two features—TRANS and ANIM—result in
a decrease in classification performance when re-
moved. This is very surprising—not only do the
features directly carry over to a new language,
but they carry over to a new class of verbs (the
psych verbs), which assigns different thematic
roles than the roles for which these features were
developed.

Table 3 summarizes the results of the leave-
one-out experiments, giving F-scores by class, on
combinations of TRANsS, aNIM, and caus. (F
is 2PR/(P+R), where P is precision and R is
recall.) These results confirm the observations
above. CAUS appears to not contribute to learn-
ing (line 2). ANIM is crucial for discriminating
the change of state and object drop verbs (line
3), while TRANS is critical for all three classes,
especially psych verbs (line 4).

Psych | COS | ObDrp
Features Used F F F
1. TRANS CAUS ANIM .89 .93 81
2. TRANS ANIM .89 .93 81
3. TRANS CAUS .89 .76 D7
4. ANIM CAUS 0 .70 .62

Table 3: Class-by-Class F-scores using Leave-one-
out Methodology. COS=change of state; Ob-
Drp=object drop.

These results show that statistical verb classifi-
cation, based on argument structure features, has
demonstrated usefulness in multiple languages.
Moreover, not only the general methodology, but
at least some exact features are transferable from
one language to another. Furthermore, at least
some features generalize to verb class distinctions
for which they were not developed. This latter
observation is intriguing, as it suggests that the-
matic roles may be decomposable into more prim-
itive features (cf. (Dowty, 1991)) which our syn-
tactic indicators are tapping into. That is, the
ability of features to discriminate new roles may
be a function of how much those features reflect
underlying commonalities across thematic roles.

4 Verb Classification Using
Multilingual Data

Our first strand of work above illustrates one im-
portant potential of a multilingual perspective on
verb classification, by demonstrating its crosslin-
guistic applicability. Here we turn to a very dif-



ferent perspective on multilinguality, in which we
exploit the power of data from multiple languages
(Chinese and English) in training a classifier for
verbs in a single language (English). The suc-
cess of the Italian experiments above rely on a
commonality of verb classes and verb behaviour
across languages. The work we describe here
also relies on an underlying semantic common-
ality of verbs across the two languages, but uses
the crosslinguistic differences in how that seman-
tics is expressed to augment the feature set used
in classification.

4.1 Classes and Features

We started with the three English classes—
manner of motion, change of state, and
creation/transformation—and adopted all five of
the original features (TRANS, PASS, VBN, CAUS,
ANIM) from MS01. We then analysed translations
of these types of verbs in Chinese to determine
features that potentially discriminate among the
three classes. Note that we do not assume that
the Chinese translations fall into exactly the same
classification structure as the English verbs. Yet,
there must be sufficient similarity among the un-
derlying semantics of the verbs across the two lan-
guages for the syntactic features in Chinese to be
helpful in classifying the original English verbs.
The linguistic analysis of the Chinese verbs
led to the determination of the following types
of features: Chinese POS tags, passive parti-
cles, periphrastic (causative) particles, and var-
ious sublexical morphemic properties. The verb
tags and particles are overt expressions of seman-
tic information that is not expressed as clearly
in English.® The verb tags assigned using the
POS tagger from the Chinese Knowledge In-
formation Processing Group (CKIP) incorporate
both subcategorization and active/stative infor-
mation (Liu et al., 1995; Tsao, 1996). The parti-
cles are overt indicators of the passive construc-
tion (an approximate indicator of transitivity, as
in English) and of the causative construction (a
more reliable version of the English caAus indi-
cator). The morphemic properties indicate sub-
lexical properties such as the POS of subparts of
compound words, and resultative constructions.
(More detail on the analysis of the features, and
the data collection below, can be found in (Tsang

5For example, one possible translation for I cracked an
egg is Wo (I) jiang (periphrastic particle) dan (egg) da
lan (crack), in which the periphrastic particle in Chinese
explicitly indicates a causative construction.

et al., 2002).) We experimented with these fea-
tures alone, and in combination with the English
features, to determine their usefulness in discrim-
inating the English verb classes.

4.2 Materials and Methods

We chose 20 English verbs from each class, and
extracted their features from the British Na-
tional Corpus (BNC, 100M words), which had
been tagged (Brill, 1995) and chunked (Abney,
1996). We collected the Chinese data from
a portion of the Mandarin Chinese News Text
(MNews, People’s Daily and Xinhua newswire
sections, 165M characters), from the Linguistic
Data Consortium, which was POS-tagged us-
ing the CKIP tagger mentioned above. From
MNews, we automatically extracted all Chinese
compounds with a verb POS-tag, and then se-
lected those that are translations of the 60 En-
glish verbs in the appropriate semantic meaning,
i.e., manner-of-motion, change-of-state, and cre-
ation/transformation. Note that because we are
not classifying the Chinese verbs, we can use mul-
tiple translations; the average number of trans-
lations per English verb is 6.5. The extracted
Chinese verbs were manually matched to their
English equivalents to form a translation set.
All counts were collected automatically. The
Chinese features were calculated as follows. The
CcKIP feature is the relative frequency of each
of the possible verb tags. PASS-PRT and PERI-
PRT are the relative frequencies of the passive
and causative particles, respectively. A number
of features, such as v-v-COMPOUND and V-RES-
COMPOUND, are the relative frequencies of vari-
ous morpheme combinations. Features are calcu-
lated together over all the verbs in the translation
set of a given English verb. That is, if C,...,C;
are translations of the English verb £;, then the
value of Chinese feature f; for F; is the normal-
ized frequency of counts across all occurrences of

Cy, ..., C;.
4.3 Experimental Results

The data for each of our machine learning experi-
ments consists of a vector of the relevant features
for each verb: we experiment with English data
only, Chinese data only, and English and Chinese
data combined. We use the resulting vectors as
the training data for the C5.0 classification sys-
tem, as above. Again, we used both 10-fold cross-
validation (repeated 50 times) and leave-one-out
training methodologies for our experiments. The



Acc | SE
Features Used (%) | (%)
All English 61.8 | 0.4
Best English: ANIM,TRANS 67.6 | 0.4
All Chinese 78.8 1 0.3
Best Chinese: CKIP 82.0 | 0.3
All English & Chinese 81.0 | 0.5
Best combo: ANIM,TRANS,CKIP | 83.5 | 0.5

Table 4: Classification Accuracy (Acc) and Stan-
dard Error (SE) using 10-Fold Crossvalidation
(50 repeats)

baseline accuracy is 33.3%.

The key results of the crossvalidation experi-
ments are in Table 4, which shows the perfor-
mance for all the features in one or both lan-
guages, as well as the best combination of fea-
tures in one or both languages. There are several
interesting things to note. First, our main result
is that a multilingual set of features outperforms
either set of monolingual features on their own.
Specifically, the best performance is attained by
the combination of the English features ANIM and
TRANS, and the Chinese feature CKIP, yielding an
accuracy of 83.5% (error rate reduction of 75%).
The accuracy rate is significantly different from
the next highest accuracy of 82.0% (p < .01, t-
test with Welch correction, 80df). This is confir-
mation of our claim that simultaneous use of mul-
tilingual data can improve performance in verb
classification.

Second, the next best accuracy is attained by
a single Chinese feature, the cKIP verb tags. It
is remarkable that one feature can so successfully
distinguish the three classes; we believe it does
so because this set of Chinese POS tags directly
captures both syntactic (transitivity) and seman-
tic (active/stative) information; see (Tsang et al.,
2002) for more details. This is further evidence
that it is extremely helpful to look to multilin-
gual data for increasing the potential of syntac-
tic features in revealing semantic information—in
Chinese, a straightforward POS tagger can ap-
parently yield data in the form of a single feature
that far outperforms the available English fea-
tures. (The best performance in MS01 on these
same classes was 69.8%.) Thus, this suggests
a strategy of choosing multiple languages from
which to elicit data, such that the languages are
complementary in their syntactic expression of
the underlying semantics of verbs.

Finally, it is worth noting that the features that
do best monolingually (ANIM, TRANS in English;
ckIP in Chinese), are also the best in combina-
tion. We have performed numerous experiments,
of which the above are only a small set, and
though there are some exceptions, this trend gen-
erally holds. This is also important, because it al-
lows a selective strategy in feature combination—
we can try many features monolingually, and have
confidence that those that perform well will also
do well in multilingual combinations.

The class-by-class results of the leave-one-
out experiments on the combinations of ANIM,
TRANS, and CKIP, summarized using F-scores
(2PR/(P+R)), are reported in Table 5. The per-
formance confirms that the multilingual features
interact to give the best overall performance.
While removing CKIP improves performance on
manner of motion and change of state verbs, it de-
grades discrimination of creation/transformation
verbs quite a bit (line 2). On the other hand,
the removal of ANIM hurts both change of state
and creation/transformation verbs but improves
manner of motion verbs (line 3). The removal of
TRANS somewhat degrades both manner of mo-
tion and change of state verbs (line 4). Clearly,
the different features are detecting properties of
differential benefit to the three classes, and the
use of the three together apparently achieves the
best balance.

MOM | COS | C/T
Features Used F F F
1. TRANS ANIM CKIP .93 .90 .92
2. TRANS ANIM .95 .93 87
3. TRANS CKIP .95 .86 .88
4. ANIM CKIP .90 .88 .92
Table 5: Class-by-Class F-scores using

Leave-one-out Methodology. MOM=manner
of motion; COS=change of  state;
C/T=creation/transformation.

5 Related Work

The use of multilingual corpora has been invalu-
able in several areas of NLP. For example, the un-
derlying commonality of semantics across a paral-
lel corpus has been shown to aid in word sense dis-
ambiguation (WSD)—in (lde, 2000) and (Resnik
and Yarowsky, 1999), a parallel corpus was used
as a source for lexicalizing some fine-grained En-
glish senses. The notion of transferability of infor-
mation such as syntactic mark-up has also been



pursued within parallel corpora (Yarowsky et al.,
2001). (Siegel and McKeown, 2000) suggested
a potential use of parallel corpora in learning the
aspectual classification (i.e., state or event) of En-
glish verbs; our results using Chinese (where the
verb tags which indirectly indicate such informa-
tion performed very well) would further encour-
age such an approach.

However, our multilingual approach does not
rest on the use of parallel corpora, and in that
sense is perhaps closer to the work of (Dagan
and Itai, 1994), which used statistical data from a
monolingual corpus to aid in WSD in a different
language. We have also taken inspiration from
work on Second Language Acquisition, in which
evidence of “transfer” of knowledge from a first
language when learning a second has been shown
to occur in the acquisition of verb class knowledge
(e.g., (Helms-Park, 2001; Juffs, 2000)). Finally,
both strands of our work have further connections
to the machine translation and lexical acquisition
work of Dorr and colleagues (e.g., (Dorr, 1993)),
which is founded on the notion of underlying se-
mantic commonalities among verbs as the key to
crosslinguistic mappings.

6 Conclusions and Future Directions

The multilingual framework discussed here
demonstrates the usefulness of verb classification
based on the underlying abstract notion of ar-
gument structure. This representation captures
typological similarities and supports the straight-
forward extension of an existing classifier to new
languages. Moreover, in combination with a
method that exploits surface differences between
languages, this representation gives rise to signif-
icant improvements in performance in the multi-
lingual experiments.

We have established that the general method
for automatic verb classification developed for
English is indeed directly useful in another lan-
guage, Italian. Moreover, because they capture
the typologically valid notion of thematic rela-
tion, the very statistical features that are most
useful in English are also most useful in Ital-
ian. These results indicate that these languages
do share an underlying level at which verbs can
be classified similarly. There are also practical
benefits from the observation of similarities. One
obstacle facing the use of automatic verb classifi-
cation has been the lack of a definitive classifica-
tion of verbs in languages other than English (as
in Levin, 1993). Our work allows the investiga-

tion of the extent to which the same features that
distinguish verb classes in English carry over to
other languages, yielding a practical method to
investigate Levin-type classes crosslinguistically.

One question that naturally arises is whether
classes are similar enough across many languages
for this method to really work. The results of the
experiments that use data from more than one
language give an indication. These experiments
exploit surface differences, providing varied views
of the same data to the learning algorithm, and
thus increasing the amount of available infor-
mation. But the usefulness of this information
depends on the features providing different ex-
pressions of the same underlying classification—
otherwise different types of features would in-
stead give evidence for different spaces of classes
and lead to poor results. The biggest practical
benefit in using multilingual resources is the con-
siderable increase in available data, not just in
size, but in increased richness of information pro-
vided to the classifier through the combination of
features across languages.

One unexpected result which deserves atten-
tion is the cross-class validity of certain features.
We think that our indicators are approximate
and partial representations of the thematic roles,
and therefore pick out only some characteristics
of a role and not all. If roles are decompos-
able, instead of atomic labels, then the defining
characteristics can be shared by several roles (cf.
(Dowty, 1991)). This would explain why our indi-
cators generalise across classes in a more power-
ful way than expected. Thus, the apparent abil-
ity of certain indicators which were developed for
one class, and hence one type of thematic as-
signment, to become useful indicators for other
classes seems to suggest that the inventory of the-
matic roles that we have explored here should be
decomposed into finer-grained primitives. We are
currently exploring that approach, along with our
on-going investigation of other languages, and ad-
ditional verb classes.
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