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Abstract

We presenta setof algorithmsthaten-
able us to translatenatural language
sentencesy exploiting both a trans-
lation memory and a statistical-based
translationmodel. Our results shav
that an automaticallyderived transla-
tion memorycanbe usedwithin a sta-
tistical framework to often find trans-
lationsof higherprobability thanthose
found using solely a statisticalmodel.
The translationsproducedusing both
the translation memory and the sta-
tistical model are significantly better
thantranslationgproducedy two com-
mercial systems: our hybrid system
translated perfectly 58% of the 505
sentencesn a test collection, while
the commercialsystemdranslatecper
fectly only 40-42%of them.

1 Intr oduction

Over the last decade,much progresshas been
madein thefields of example-baseEBMT) and
statisticaimachindranslation(SMT). EBMT sys-
tems work by modifying existing, human pro-
ducedtranslationinstanceswhich are storedin
a translationmemory (TMEM). Mary methods
have beenproposedfor storing translationpairs
in a TMEM, finding translationexamplesthat
arerelevantfor translatingunseersentencesand
modifying and integrating translationfragments
to producecorrectoutputs. Sato(1992), for ex-
ample,storescompleteparsetreesin the TMEM

and selectsand generatesnew translationsby
performing similarity matchingson thesetrees.
VealeandWay (1997) storecompletesentences;
new translationsare generatedy modifying the
TMEM translationthatis mostsimilar to the in-
put sentence. Othersstore phrases;new trans-
lations are producedby optimally partitioning
the input into phraseghat matchexamplesfrom
the TMEM (Maruyanaand Watanabe 1992), or
by finding all partial matchesandthen choosing
the bestpossibletranslationusinga multi-engine
translationsystem(Brown, 1999).

With a few exceptions(Wu andWong, 1998),
mMostSMT systemsrecouchedn thenoisychan-
nel framework (seeFigurel). In this framework,
thesourcdanguagelet’s sayEnglish,is assumed
to be generatedy a noisy probabilisticsourcet
Most of the currentstatisticalMT systemstreat
this sourceasa sequenc®f words(Brown etal.,
1993).(Alternative approachesxist, in whichthe
sourceis takento be, for example,a sequencef
alignedtemplates/phrase@Vang, 1998; Och et
al., 1999)or asyntactictree(YamadaandKnight,
2001).)In the noisy-channeframeavork, amono-
lingual corpusis usedto derive a statisticallan-
guagemodel that assignsa probability to a se-
guenceof wordsor phrasesthusenablingoneto
distinguishbetweensequencesf wordsthat are
grammaticallycorrectandsequencethatarenot.
A sentence-alignegarallel corpusis then used
in orderto build a probabilistictranslationmodel

IFor the rest of this paper we use the terms souce
andtarget languayes accordingto the jargon specificto the
noisy-channeframevork. In thisframework, thesourcelan-
guage is the languageinto which the machinetranslation
systentranslates.
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Figurel: Thenoisychanneimodel.

that explains how the sourcecan be turnedinto
the tamget and that assignsa probability to every
way in whicha sourcee canbemappednto atar
getf. Oncethe parameter®f the languageand
translationrmodelsareestimatediusingtraditional
maximumlikelihoodandEM techniquegDemp-
steretal., 1977),onecantake asinput ary string
in the tamget languagd, andfind the sourcee of
highestprobability that could have generatedhe
tamget,aprocesgalleddecoding(seeFigurel).

It is clearthat EBMT and SMT systemshave
different strengthsand weaknesses. If a sen-
tenceto betranslatedr a very similar onecanbe
foundin the TMEM, anEBMT systenmhasagood
chanceof producinga good translation. How-
ever, if the sentenceo betranslatechasno close
matchesn the TMEM, thenanEBMT systemis
lesslikely to succeed.In contrast,an SMT sys-
tem may be ableto produceperfecttranslations
even whenthe sentencegiven asinput doesnot
resembleary sentencdrom the training corpus.
However, sucha systemmay be unableto gener
ate translationghat useidioms and phraseghat
reflectlong-distancedependencieand contexts,
which areusuallynot capturedoy currenttransla-
tion models.

This paperadwanceghe state-of-the-arin two
respects First, we shav how onecanusean ex-
isting statisticaltranslationmodel (Brown et al.,
1993)in orderto automaticallyderive a statistical
TMEM. Secondwe adapta decodingalgorithm
sothatit canexploit informationspecificbothto
the statistical TMEM andthe translationmodel.
Our experimentsshav thatthe automaticallyde-
rived translationmemorycan be usedwithin the
statisticalframework to oftenfind translationof
higher probability than thosefound using solely

the statisticalmodel. The translationsproduced
JsingboththetransIatiormemoryandthestatisti-

calmodelaresignificantlybetterthantranslations
producedby two commerciakystems.

2 ThelBM Model 4

For the work describedin this paperwe useda
modifiedversionof the statisticalmachinetrans-
lation tool developedin the context of the 1999
JohnsHopkins’ SummenWorkshop(Al-Onaizan
etal., 1999),which implementsIBM translation
model4 (Brown etal., 1993).

IBM model 4 revolves aroundthe notion of
word alignmentover a pair of sentencegseeFig-
ure2). Theword alignmentis a graphicalrepre-
sentatiorof anhypotheticaktochastigprocessy
which a sourcestring e is corvertedinto a tamget
string f. The probability of a given alignmenta
andtamget sentencd givena sourcesentence is
givenby
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wherethefactorsdelineatedy x symbolscorre-
spondto hypotheticalstepsin the following gen-
eratve process:

¢ EachEnglishword e; is assignedwith prob-
ability n(¢;|e;) a fertility ¢;, which corre-
spondsto the numberof Frenchwordsinto
which eis goingto betranslated.

e EachEnglishword g; is thentranslatedvith
probability t(;;|€;) into a Frenchword 7,
where k rangesfrom 1 to the number of
words ¢; (fertility of €;) into which g; is
translated. For example, the English word



“no” in Figure2 is aword of fertility 2 that
is translatednto “aucun” and“ne”.

e The rest of the factors denote distorsion
probabilities(d), which capturethe proba-
bility thatwordschangetheir positionwhen
translatedfrom one languageinto another;
the probability of someFrenchwordsbeing
generatedrom an invisible English NULL
element(p;), etc. See(Brown etal., 1993)
or (Germanretal., 2001)for a detaileddis-
cussionof this translationmodeland a de-
scriptionof its parameters.

3 Building a statistical translation
memory

Companiesthat specializein producing high-
quality humantranslationf documentatiorand
newsrely oftenontranslatiormemorytoolsto in-
creasetheir productvity (Sprung,2000). Build-
ing high-quality TMEM is an expensve process
that requiresmary person-yearsf work. Since
we arenotin the fortunatepositionof having ac-
cessto an existing TMEM, we decidedto build
oneautomatically

We trained IBM translation model 4 on
500,000 English-French sentence pairs from
the Hansardcorpus. We then usedthe Viterbi
alignmentof eachsentencei,e., the alignmentof
highestprobability to extract tuplesof the form
(€is€it1s-s€ivks f5; fi415 -5 Fivii a5, a541,
...,aj41), where e;e;iq1,...,e;1, represents
a contiguousEnglish phrase, f;, fj+1,---, fj+i
representsa contiguous French phrase, and
aj,a;11,...,aj4; representshe Viterbi align-
ment betweenthe two phrases. We selected
only “contiguous”alignmentsj.e., alignmentsn
which the wordsin the Englishphrasegenerated
only wordsin the Frenchphraseand eachword
in the Frenchphrasewasgeneratectitherby the
NULL word or a word from the English phrase.
We extracted only tuplesin which the English
andFrenchphrasesontainedatleasttwo words.

For example, in the Viterbi alignmentof the
two sentencen Figure 2, which was produced
automatically“there” and“.” arewordsof fertil-
ity 0, NULL generatetheFrenchlexeme".”, “is”
generate$est”, “no” generateSsaucun”and“ne”,
andsoon. Fromthis alignmentwe extractedthe

NULL there is no one union involved *

T ="

aucun syndicat particulier ne est en cause -

Figure2: Exampleof Viterbi alignmentproduced
by IBM model4.

six tuplesshavn in Tablel, becaus¢hey werethe
only onesthat satisfiedall conditionsmentioned
above. Forexample thepair ( noone; aucunsyn-
dicatparticulierne) doesnotoccurin thetransla-
tion memorybecaus¢he Frenchword “syndicat”
is generatedby theword “union”, which doesnot
occurin the Englishphrase'no one”.

By extracting all tuplesof the form (e; f; a)
from thetraining corpus we endedup with mary
duplicatesand with French phrasesthat were
paired with multiple English translations. We
chosefor eachFrenchphraseonly one possible
Englishtranslationequialent. We tried out two
distinctmethoddgor choosingatranslationrequi-
alent,thusconstructingwo differentprobabilistic
TMEMs:

e The Frequeng-basedTranslationMEMory
(FTMEM) was createdby associatingwith
eachFrenchphrasethe English equivalent
thatoccurredmostoftenin the collectionof
phraseghatwe extracted.

e TheProbability-basedranslationMEMory
(PTMEM) was createdby associatingwith
eachFrenchphrasethe English equivalent
that correspondedo the alignmentof high-
estprobability

In contrastto otherTMEMSs, our TMEMSs explic-

itly encodenot only the mutualtranslationpairs
but also their correspondingword-level align-
ments,which are derived accordingto a certain
translationmodel (in our case,IBM model 4).

Themutualtranslationsanbearywherebetween
two words long to completesentences. Both

methodsyielded translationmemoriesthat con-
tainedaround11.8 million word-alignedtransla-
tion pairs. Due to efficienty considerationsand
memory limitations — the software we wrote
loadsa completeTMEM into the memory— we
usedin our experimentsonly a fraction of the
TMEMSs, thosethatcontainedohrasesat most10



French

English

| Alignment |

oneunion syndicatparticulier

one— {particulier}; union— {syndica}

nooneunion

aucunsyndicatparticulierne

no— {aucune};
one— {particulier}; union— {syndica}

is nooneunion

aucunsyndicatparticulierneest

is — {est}; no— {aucunne};
one— {particulier}; union— {syndica}

thereis no oneunion

aucunsyndicatparticulierneest

is — {est}; no— {aucunne};
one— {particulier}; union— {syndica}

is nooneunioninvolved

aucunsyndicatparticulierneestencause

is — {est}; no— {aucunne};
one— {particulie}; union— {syndica}
involved— {encausé

thereis no oneunioninvolved

aucunsyndicatparticulierneestencause

is — {est}; no— {aucunne};
one— {particulier}; union— {syndica}
involved— {encausé

thereis no oneunioninvolved.

aucunsyndicatparticulierneestencause

is — {est}; no— {aucunne};
one— {particulier}; union— {syndica}
involved— {encausé; NULL — { . }

Tablel: Examplesof automaticallyconstructedstatisticaltranslationrmemoryentries.

TMEM Perfect| Almost | Incorrect| Unable
perfect to judge

FTMEM | 62.5% | 8.5% 27.0% 2.0%

PTMEM | 57.5% 7.5% 33.5% 1.5%

Table2: Accuragy of automaticallyconstructed
TMEMSs.

wordslong. This yieldeda working FTMEM of
4.1 million anda PTMEM of 5.7 million phrase
translationpairs aligned at the word level using
IBM statisticalmodel4.

To evaluatethe quality of both TMEMs we
built, we extracted randomly 200 phrasepairs
from eachTMEM. Thesephrasesverejudgedby
abilingual speakr as

¢ perfecttranslationsf shecouldimaginecon-
texts in which the alignedphrasesould be
mutualtranslation®of eachother;

e almost perfect translationsif the aligned
phraseswere mutual translationsof each
other and one phrasecontainedone single
word with no equialent in the other lan-
guagé;

e incorrect translationsf the judge could not
imagineary contexts in which the aligned
phrasesouldbe mutualtranslationf each
other

°For example, the translationpair “final , le secetaire
de” and“final act, the secretanof” werelabeledasalmost
perfectbecausehe Englishword “act” hasno Frenchequiv-
alent.

The resultsof the evaluationareshavn in Ta-
ble 2. A visualinspectionof the phrasesn our
TMEMs andthejudgmentsnadeby theevaluator
suggesthatmary of thetranslationgabeledasin-
correctmake sensavhenassesseit alargercon-
text. For example,“autresrégionsdele paysque”
and“other partsof Canadahan” werejudgedas
incorrect. However, when consideredn a con-
text in whichit is clearthat“Canada”and“pays”
corefer it would bereasonabl¢éo assumehatthe
translationis correct. Table3 shavs a few exam-
plesof phrase$rom our FTMEM andtheircorre-
spondingcorrectnesgudgments.

Although we found our evaluationto be ex-
tremelyconserative, we decidedneverthelesso
stickto it asit adequatelyeflectsconstraintspe-
cific to high-standardranslationernvironmentsin
which TMEMs arebuilt manuallyandconstantly
checledfor quality by specializedeamgSprung,
2000).

4 Statistical decodingusing both a
statistical TMEM and a statistical
translation model

Theresultsin Table2 shav thatabout70%of the
entriesin our translationmemaoryare corrector
almostcorrect(very easyto fix). It is, though,an
empiricalquestionto what extend suchTMEMs
canbe usedto improve the performanceof cur
rent translationsystems. To determinethis, we
modifiedanexisting decodingalgorithmsothatit
canexploit informationspecificbothto a statisti-
caltranslatiormodelanda statisticalTMEM.



English | French [ Judgment |
, but | cannotsay , maisje nepuisdire correct

how did this all comeabout? commentest-cearrivee? correct

but, I humblybelieve mais, amonhumbleavis correct

final act, the secretanof final, le secktairede almostcorrect
otherpartsof Canadahan autresrégionsdele paysque | incorrect
whatis thetotal amountaccumulated acombienseélewe la incorrect
thatparty presenthis cepartiprésentaujourd’hui | incorrect
theairraft company to presenfurtherstudies| deautreétudes incorrect

Table3: Examplesof TMEM entrieswith correctnesgudgments.

Thedecodingalgorithmthatwe useis agreedy
one— see(Germanretal., 2001)for details.The
decoderguessedirst an English translationfor
the Frenchsentenceagiven as input andthen at-
temptsto improve it by exploring greedily alter
native translationgrom theimmediateranslation
spaceWe modifiedthegreedydecodedescribed
by Germannet al. (2001) so that it attemptsto
find good translationstarting from two distinct
pointsin the spaceof possibletranslations:one
point correspondso a word-forword “gloss” of
the Frenchinput; the other point correspondso
atranslationthat resemblesnostcloselytransla-
tionsstoredin the TMEM.

As discussedoy Germannet al. (2001), the
word-forword glossis constructedby aligning
each Frenchword f; with its most likely En-
glish translationefj (ef, = amgmax t(e | ;).
For example,in translatingthe Frenchsentence
“Bien entendu, il parlede une belle victoire .,
the greedydecodelinitially assumeshata good
translatiorof it is “Well heard, it talking abeauti-
ful victory” becausehe besttranslationof “bien”
is “well”, the best translationof “entendu” is
“heard”, andso on. A word-forword glossre-
sults(at best)in Englishwordswrittenin French
word order

The translationthat resemblesmost closely
translationsstoredin the TMEM is constructed
by derving a“cover” for theinputsentenceising
phrasegrom the TMEM. Thederiationattempts
to cover with translationpairs from the TMEM
asmuchof the input sentenceas possible,using
the longestphrasesn the TMEM. The wordsin
theinputthatarenot partof any phrasesxtracted
from the TMEM are glossed. For example, this
approachmay start the translationprocessfrom
thephrase'well , heis talkingabeautifulvictory”
if the TMEM containsthe pairs(well , ; bienen-

tendu,) and (he s talking; il parle but no pair
with the Frenchphrase‘belle victoire”.

If the input sentencds found “as is” in the
translationmemory its translationis simply re-
turnedandthereis no further processing. Oth-
erwise,oncean initial alignmentis created,the
greedydecodetrtriesto improve it, i.e., it triesto
find analignment(andimplicitly atranslation)of
higherprobabilityby modifying locally theinitial
alignment. The decoderattemptsto find align-
mentsand translationsof higher probability by
emplg/ing a set of simple operations,such as
changingthe translationof one or two wordsin
the alignmentunderconsiderationjnsertinginto
or deletingfrom the alignmentwords of fertility
zero,andswappingwordsor segments.

In a stepwisefashion, starting from the ini-
tial glossor initial cover, the greedydecodeiiter-
atesexhaustvely over all alignmentghatareone
suchsimple operationaway from the alignment
underconsideration.At every step,the decoder
chooseghe alignmentof highestprobability un-
til the probability of the currentalignmentcanno
longerbeimproved.

5 Evaluation

We extracted from the test corpusa collection
of 505 Frenchsentencesuniformly distributed
acrossthe lengths6, 7, 8, 9, and10. For each
Frenchsentencewe had accessto the human-
generatecEnglish translationin the testcorpus,
andto translationggeneratedy two commercial
systems. We producedtranslationsusing three
versionsof thegreedydecoderoneusedonly the
statisticaltranslationmodel, one usedthe trans-
lation modelandthe FTMEM, andoneusedthe
translatiormodelandthe PTMEM.

Weinitially assesseldow oftenthetranslations
obtainedfrom TMEM seedshad higher proba-



Sent. Found Higher | Same| Higher
length in proh result | proh
FTMEM from from
FTMEM gloss
6 33 9 43 16
7 27 9 48 17
8 29 16 42 14
9 31 15 28 27
10 31 9 43 18
All (%) 30% 12% 40% | 18%

Table4: Theutility of theFTMEM.

Sent. Found Higher | Same| Higher
length in proh result | proh
FTMEM from from
FTMEM gloss
6 33 9 43 16
7 27 10 50 14
8 30 16 41 14
9 31 15 36 19
10 31 15 31 13
All (%) 31% 13% 41% | 15%

Table5: Theutility of thePTMEM.

bility thanthe translationsobtainedfrom simple
glosses. Tables4 and 5 shav that the transla-
tion memoriessignificantlyhelp the decodeffind

translationsof high probability In about30%

of the cases the translationsare simply copied
from a TMEM and in about13% of the cases
thetranslation®obtainedroma TMEM seechave

higher probability that the best translationsob-

tainedfrom a simplegloss. In 40% of the cases
both seeds(the TMEM andthe gloss)yield the

sametranslation. Only in about15-18%of the

casesthe translationsobtained from the gloss
arebetterthanthe translationsobtainedfrom the

TMEM seeds.It appearghatboth TMEMSs help

thedecodeffind translationf higherprobability

consistentlyacrossall sentencéengths.

In a second experiment, a bilingual judge
scoredthe humantranslationsextractedfrom the
automatically aligned test corpus; the transla-
tions producedby a greedydecodethatuseboth
TMEM andglossseedsthetranslationgproduced
by a greedydecodetthat usesonly the statistical
model and the gloss seed;and translationspro-
ducedby two commerciakystemgA andB).

e If an Englishtranslationhadthe very same
meaningasthe Frenchoriginal, it wascon-
sideredsemanticallycorrect. If the mean-
ing was just a little different, the transla-

tion was consideredsemanticallyincorrect.
For example, “this is rather provision dis-

turbing” wasjudgedasa correctsemantical
translationof “voila une dispositionplotot

inquiétante”,but “this disposalis ratherdis-

turbing” wasjudgedasincorrect.

e |f a translationwas perfect from a gram-
matical perspectie, it wasconsideredo be
grammatical. Otherwise,it was considered
incorrect. For example, “this is ratherpro-
vision disturbing” was judged as ungram-
matical,althoughonemayvery easilymake
senseof it.

We decidedto usesuchharshevaluationcriteria
becausein previous experimentswe repeatedly
found that harshcriteria can be applied consis-
tently To ensureconsisteng during evaluation,
the judge useda specializednterface: oncethe
correctnessf atranslationproducedoy a system
S wasjudged,the samejudgmentwas automati-
cally recordedwith respecto theothersystemsas
well. Thisway, it became@mpossiblefor a trans-
lation to be judgedascorrectwhenproducedby
one systemand incorrectwhen producedby an-
othersystem.

Table6, whichsummarizesheresultsdisplays
the percentof perfecttranslationgboth semanti-
cally andgrammatically)producedy avariety of
systemsTable6 shavs thattranslationgproduced
usingbothTMEM andglossseedsaaremuchbet-
ter than translationsthat do not use TMEMs.
The translationsystemsthat use both a TMEM
andthe statisticalmodeloutperformsignificantly
the two commercialsystems.The figuresin Ta-
ble 6 alsoreflectthe harshnessf our evaluation
metric: only 82% of the humantranslationsex-
tractedfrom the testcorpuswereconsidereger
fect translation. A few of the errorswere gen-
uine, and could be explained by failures of the
sentencalignmentprogramthatwasusedto cre-
atethe corpus(Melamed,1999). Most of the er
rors were judgedas semantic reflectingdirectly
the harshnessf our evaluationmetric.

6 Discussion

The approachto translationdescribedn this pa-
per is quite general. It can be appliedin con-
junction with other statistical translation mod-



Sentence| Humans| Greedywith | Greedywith | Greedywithout | Commercial| Commercial
length FTMEM PTMEM TMEM systemA systemB
6 92 72 70 52 55 59
7 73 58 52 37 42 43
8 80 53 52 30 38 29
9 84 53 53 37 40 35
10 85 57 60 36 40 37
All(%) 82% 58% 57% 38% 42% 40%

Table6: Percenbf perfecttranslationgproducedy varioustranslationsystemsandalgorithms.

els. And it canbe appliedin conjunctionwith

existing translationmemories. To do this, one
wouldsimply haveto trainthestatisticaimodelon

the translationmemoryprovided asinput, deter

minethe Viterbi alignmentsandenhancehe ex-

isting translationmemorywith word-level align-

mentsas producedby the statisticaltranslation
model. We suspecthatusingmanuallyproduced
TMEMSs can only increasethe performanceas
suchTMEMSs undego periodic checksfor qual-
ity assurance.

The work that comesclosestto using a sta-
tistical TMEM similar to the one we propose
hereis that of Vogel and Ney (2000), who au-
tomatically derive from a parallelcorpusa hier
archical TMEM. The hierarchical TMEM con-
sistsof a set of transducerghat encodea sim-
ple grammar The transducersare automatically
constructedthey reflectcommonpatternsof us-
ageat levels of abstractionghat are higherthan
thewords. VogelandNey (2000)do not evaluate
theirTMEM-basedsystemsoit is difficult to em-
pirically comparetheir approactwith ours.From
a theoreticalperspectie, it appearghoughthat
the two approachesare complementary:Vogel
andNey (2000)identify abstracpatternof usage
andthenusethemduring translation. This may
addresgshe datasparsenesgroblemthatis char
acteristicto ary statisticalmodeling effort and
producebettertranslationparameters.

In contrast,our approachattemptsto stir the
statistical decodingprocessinto directionsthat
are difficult to reachwhen one relies only on
the parameter®f a particulartranslationmodel.
For example, the two phrases'il estmort” and
“he kicked the bucket” may appearonly in one
sentencdan an arbitrary large corpus. The pa-
rameterdearnedfrom the entirecorpuswill very
likely associaterery low probabilityto the words

“kicked” and“bucket” beingtranslatednto “est”
and“mort”. Becauseof this, a statistical-based
MT systemwill have trouble producinga trans-
lation that usesthe phrase‘kick the bucket”, no
matterwhatdecodingechniquét employs. How-
ever, if thetwo phrasesrestoredin the TMEM,
producingsuchatranslationbecomedeasible.

If optimal decoding algorithms capable of
searchingexhaustvely the spaceof all possible
translationsexisted, using TMEMs in the style
presentedn this paperwould never improve the
performanceof a system. Our approachworks
becausdt biasesthe decoderto searchin sub-
spaceghatarelikely to yield translationof high
probability subspacesvhich otherwisemay not
be explored. The biasintroducedby TMEMSs is
a practicalalternatve to finding optimal transla-
tions,whichis NP-completgKnight, 1999).

It is clearthatoneof the main strengthof the
TMEM is its ability to encodecontetual, long-
distancedependenciethat are incongruouswith
the parameterdearnedby currentcontet poor,
reductionistchannelmodels. Unfortunately the
criterion usedby the decoderin orderto choose
betweena translationproducedstarting from a
glossand one producedstartingfrom a TMEM
is biasedn favor of thegloss-basetranslation It
is possiblefor the decoderto producea perfect
translationusing phrasesfrom the TMEM, and
yet, to discardthe perfecttranslationin favor of
anincorrecttranslationof higherprobability that
wasobtainedfrom a gloss(or from the TMEM).
It would be desirableto develop alternatve rank-
ing techniqueghatwould permitoneto preferin
someinstancesa TMEM-basedtranslation,even
thoughthat translationis not the bestaccording
to the probabilisticchanneimodel. The examples
in Table7 shawvs thoughthatthisis not trivial: it
is notalwaysthe casethatthetranslationof high-



Translations Doesthistranslation Is this Is thisthetranslation

useTMEM translation of highest
phrases? correct? probability?

monsieure président, je aimeraissavoir .

mr. spealer, i wouldliketo know . yes yes yes

mr. spealer, i wouldliketo know . no yes yes

je nepeuxvousentendre brian.

i cannothearyou, brian. yes yes yes

i canyoulisten, brian. no no no

alors, je terminela- dessus

therefore, i will concludemy remarks. yes yes no

therefore, i conclude- over. no no yes

Table7: Exampleof systemoutputs,obtainedwith or without TMEM help.

estprobabilityis the perfectone. Thefirst French
sentencén Table7 is correctlytranslatedvith or

without help from the translationmemory The
secondsentencés correctlytranslatednly when
the systemusesa TMEM seed;andfortunately
the translationof highestprobability is the one
obtainedusingthe TMEM seed. The translation
obtainedfrom the TMEM seedis alsocorrectfor

thethird sentenceBut unfortunatelyin this case,
theTMEM-basedranslatioris notthemostprob-
able.
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